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Preface

Information access is one of the hottest topics in creating the future information
society and it has become even more important since the advent of the Web. On
one hand, our society relies more and more on information, both for professional
and personal goals. Information is nowadays considered as one of the most valu-
able and strategic goods: knowing the right information, at the right moment,
as soon as it is available is a “must” for all of us. On the other hand, the amount
of available information, especially on the Web and in modern Digital Libraries,
is increasing tremendously over time.

In this context, the importance and role of user modeling and personalized
information access are increasing. Equipped with user modeling tools capable of
comprehending specific user information needs, new retrieval tools will be able
to effectively filter out irrelevant information, to rank information in the most
suitable way, to compare the contents of different documents, to personalize
information presentation, and to adequately tailor man-machine interaction.

The new challenges have motivated a range of new technologies for person-
alized information access within all information access paradigms – from classic
“ad-hoc” information retrieval to information filtering, browsing, presentation,
and visualization. New creative ideas have emerged in a number of old and new
research communities including user modeling, machine learning, adaptive hy-
permedia, digital libraries, the Semantic Web, human-computer interaction, and
information visualization.

The goals of the workshop are to intensify the exchange of innovative ideas
between the different research communities involved, to provide an overview of
current activities in the area of personalized information access, and to point
out connections between them. The workshop focuses especially on researchers
that are working on ontologies, computational linguistics, user modeling and
profiling, user adaptive interfaces, digital libraries, and their combination.

17 papers from 10 countries were submitted to the workshop. After care-
ful reviewing, the program committee selected 5 full and 4 short papers for
presentation at the workshop. These papers are included in the proceedings in
alphabetic order. The selected papers discuss a range of issues related to person-
alized information access. We hope that this collection of papers will be useful
for researchers and practitioners in this emerging area.
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Investigating Users’ Needs and Behavior
for Social Search
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Abstract. Traditional Web search systems have limitations due to its unrealistic
assumption on users’ query formulation and lack of context-sensitivity. To
overcome these limitations, we designed and implemented a social search sys-
tem which is based on a social adaptive navigation system Knowledge Sea and
exploits the past usage history of users. By conducting a survey and transaction
log analysis, we could observe users’ strong attitudes to the need for the social
search capability. We could also observe their active use of the new feature and
change of behavior while they were using the search system. At the initial stage
of our experiment, users did not show big difference in their usage of the system
compared to the conventional search services but as time passes and the usage
history accumulates, meaningful changes in their behavior toward the use of so-
cial navigation support features of the system were discovered.

1 Introduction

The explosive growth of the Web and its information contents addresses the need for
the design of effective tools which can help people to find out proper information they
need in an efficient way. Various Web search services have been developed and used
so far but their quality of services in terms of user needs has been far from perfection
and the problems of these services have been continuously pointed out.

Most of these Web search services are based on the traditional approach of infor-
mation retrieval, which assumes that the query space and the document space are
identical. However, in a real situation, especially in the new Web environment, it is
not quite true. Web search service users are formulating very ambiguous and short
queries unlike the experimental setting where a lot of queries were formulated and re-
fined by domain experts and the length of them was long enough to express users’ in-
formation needs. Most users are not familiar with expressing their needs in exact
query terms which appears in the document space and the number of terms used for
their queries are just two or three in average [8]. This situation brings the mismatch
between the query space and the document space [6].

Also, most of the Web search engines adopt a “one size fits all” approach. Differ-
ent users get the same set of search results if they use the same query with other users
when they use search engines based on this approach. They are not personalized and
are context-independent, so they can’t serve different users’ different needs.
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Various new ideas have been developed to overcome the limitations of the tradi-
tional approach. For example, Google is exploiting link-connectivity information in
addition to the traditional term based retrieval model. It applies higher weights to the
documents which has more in-link counts and let them appear closer to the beginning
of the retrieved result list [1]. Social search is another attempt to improve the tradi-
tional approach. Like link-connectivity based approach, it makes use of new features
to promote the effectiveness of search results. A group of different users who share
the same interest can use similar query terms for the same task and their search ex-
periments can be shared. Based on this observation, social search approach exploits
past search histories. When a user enters a query, the social search system looks up
the search history of the group where the user belongs to and can provide better
search results by re-ranking with the clues extracted from the search history or by
providing the user with more evidences in addition to the baseline term matching re-
trieval systems. We have designed and implemented a social search engine for a so-
cial navigation system Knowledge Sea. In order to test users’ need for this system and
to find out if their behavior is different with that of conventional search systems, we
conducted user surveys and transaction log analysis.

2 Background

2.1 Social navigation

Social navigation [4] research tries to explore methods for organizing users’ explicit
and implicit feedback in order to support information navigation in a meaningful way
[2]. This approach includes two features. The first feature is to support a known social
phenomenon, which means that people tend to follow the “footprints” of other people.
The second important feature is self-organization, which allows social navigation
systems to function with little or without manual endeavors of human administrators
or experts. The well known exemplar systems based on this approach are Web auc-
tions or Weblogs.

Jon Dron and others [5] also introduced CoFind (Collaborative Filter in N Dimen-
sions), which structures and selects learning resources for teachers. This system was
inspired by the concept of stigmergy. Stigmergy is a word coined by Grasse and it re-
fers to systems employed by termites when building mounds [7]. When termites build
mounds or ants form trails, they can produce mounds and trails by following their
colleagues’ traces in a collaborative way. These outputs can become stronger as time
passes and more group members participate. They also can dissipate if a specific
cause runs out and the members’ participation decreases, in such a way that when
food runs out, the trail to the location of the food dissipates as time passes and ants
follow less after they found out no more food from there.

2.2 Knowledge Sea

Knowledge Sea is a Web-based social navigation support system. It organizes
Web-based open and closed corpus C language teaching materials including online
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tutorials and lecture slides. In order to implement this mixed corpus based social
navigation, Knowledge Sea uses a knowledge map of the domain [3] – a two-
dimensional table consisting of 64 cells. It is built by self-organized map (SOM) algo-
rithm. Semantically related keywords and documents were assigned for each cell.
Contents of neighboring cells are semantically related.

Background colors of the cells indicate the popularity of the cells. As more users
click and visit a cell, the background color of the cell gets darker. When they click a
cell, they can see a list of documents and can choose a document from the list.

The same logic to represent popularities by color lightness is applied to the repre-
sentation of documents inside each cell. Each item of the list provides two types of in-
formation, traffic and annotations. “Human-figure” icons and colors provide users
with popularity information and “thumbs-up” or “thermometer” icon and colors pro-
vide users with annotation information. If a document is popular among the group
where a user belongs to, the background color of the icon gets darker. The foreground
color of the icon gets lighter if the user clicked the document fewer times than other
group members. Just like popularity, darker background color of an annotation icon
indicates there are a lot of annotations for the document. “Sticky-note,” “thumbs-up,”
and “question-mark” icons indicate “General,” “Praise,” and “Question” annotations
respectively. A red “thermometer” icon indicates the overall annotations are positive,
and a blue icon indicates the overall annotations are negative. Therefore, users can
navigate socially by referring to other users’ behavior and opinions by looking up
these icons and colors provided by Knowledge Sea [2].

2.3 Social search

Social search or collaborative search is an approach to promote the effectiveness of
web search by relying on past search histories [6]. Smyth and others [6] implemented
and tested I-SPY which is based on the concept of social search. This system is based
on the observation that for specialized topic searches, the number repetition of query
terms is higher than that of general topic searches. Therefore, they stored query-
document frequency matrix from past search histories of the community users and re-
ranked search results by looking up these query-document frequencies. They reported
improvement of search results by this approach.

This study tried to implement social search capability to the existing Knowledge
Sea social navigation system. Along with the browsing mode provided by Knowledge
Sea, we added a search interface and let users directly search for documents they
needed. Because it is based on Knowledge Sea and share the corpus and database with
Knowledge Sea, the users could retrieve search results with social navigation infor-
mation and make use of it.

3 System Design and Implementation

As described above, the search functionality was added to the social navigation sys-
tem Knowledge Sea. In the original Knowledge Sea, users access documents through
navigation using knowledge map and links between documents. Social navigation
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support assists the users in their navigation. With the additional search functionality,
users are able access documents by entering query terms and continue their social
navigation (Figure 1).

Fig. 1. Knowledge Sea search interface

3.1 Document Processing

The document collection indexed by the search system is the Knowledge Sea collec-
tion of C language educational materials. Knowledge Sea stores URL’s of all docu-
ments to generate social navigation cues in runtime. The search system fetches these
URL’s, downloads and indexes them to make them searchable.

Terms collected from the documents are stemmed according to Porter’s stemming
algorithm [9]. Very common or rare terms which are stored in a stopword list were
excluded. However, due to the characteristics of the document collection, which is a C
language tutorial pages, some stopwords such as “if”, “for”, and “while” should be
stored in the index because users can use them as query terms and retrieve documents
containing them. Therefore, a C keyword list was constructed and they were also in-
cluded in the index. The identical process is applied to query terms when users enter
queries.

The terms stored in the index of the search system were weighted by their impor-
tance for each document. The weighting scheme used is TF-IDF, which means TF
(Term Frequency, frequencies of terms for each document) multiplied by IDF (In-
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verse Document Frequency, inverse of the number of documents where a term ap-
pears). TF means how many times a given term appeared in a document and indicates
the importance of the term in the document. IDF means the degree of concentration of
a given term in the document corpus. Therefore, if a term appears in a small number
of documents with high frequencies within them, it is more highly weighted than
other terms. For queries, the same weights 1 were used for every term.

3.2 Retrieval Model

The vector space model [10] was used for representing documents and queries.
Documents in the corpus and users’ queries were represented as vectors. Each ele-
ment in document vectors represents a term and it has TF-IDF weight. If a term ap-
pears in a document, it has the weight of term frequency in the document multiplied
by inverse document frequency in the corpus. Elements in query vectors also repre-
sent terms and they were represented as binary, that is, the weight of the term is 1 if it
appears in the query or zero otherwise.

By comparing a query and document vectors, we can produce a list of documents,
which are similar to the user query. They are ranked and ordered by their similarity to
the query. We use traditional cosine similarity between query and document vectors.
Cosine similarity coefficient was calculated with equation 1, where x and y represents
query and document vectors. Documents with similarity values above 0.01 were dis-
played (20 per page).

Sim(x, y) =

xiyi
i

�

xi
2

i

� yi
2

i

�

(1)

3.3 Implementation of Social Search

In addition to the conventional features of this search engine, social navigational fea-
tures are supported. In response to users’ queries, a set of documents sorted by their
similarity with the query are retrieved and ranks, document titles, sources of the
documents, and similarity scores are displayed for one record. Along with this con-
ventional information, social navigation information is also displayed with proper
icons and different foreground/background colors at the end of each record.

The search service shares traffic and annotation database with Knowledge Sea. It
retrieves social navigation information from the database and shows it along with
search results. When a user clicks any record and views its contents, a document dis-
play window of Knowledge Sea is opened. Page visit information in database is
automatically updated and users can make annotations just like when they annotate
using Knowledge Sea.

This system supports two types of social navigation information: navigation traffic
(how many times users selected a document) and annotation (annotations made by
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users to a document). Traffic includes user traffic and group traffic. User traffic
means the traffic of the current user who is using the system and group traffic means
the traffic of other users of the group the current user belongs to. Annotations include
“Praise,” “General,” and “Question” types and it also represents whether they are
positive or negative. Traffic part of social navigation makes use of human-shaped
icons. The blue background colors of the icon represent the group traffic. As group
members select and view the corresponding document, the group traffic increases and
the blue background gets darker. The foreground colors of the icon means user traffic.
If the user has viewed the document more than the average user of the group, the icon
is darker than the background. If the user has viewed the document less than the aver-
age, the icon is lighter than the background. Figure 2 shows two different records with
same similarity scores. Even though their similarity with a given query is identical,
the traffic information is different. We can easily see that group users have visited the
second record more times than the first record by its darker background color. We can
also see that the current user visited these records as frequently as other group users
because the foreground and background colors of these records are identical.

Fig. 2. Traffic information

The number of annotations is represented as the darkness of background colors. As
users annotate a document more, the yellow background color of the annotation part
gets darker. For three different types of “General,” “Praise,” and “Question” annota-
tions, “sticky-note” “thumbs-up,” and “question-mark” icons were used respectively.
In order to represent whether the overall annotations for a document are positive or
negative, “thermometer” icons were used. For positive annotations, red colored
“thermometer” icons were used and for negative annotations, blue colored “ther-
mometer” icons were used. From the example record in Figure 3, we can find out that
it has a lot of annotations (darker background), “Praise” annotations (“thumbs-up”
icon), and the annotations are positive (red “thermometer icon”).

Fig. 3. Annotation information

4 Research Design

4.1 Research questions and hypotheses

This study attempts to answer the following questions.
1. Do users agree with the need for the search functionality of social navigation?
2. Do they consider the social navigation information more important than document

ranks when they select a document in the list of search results?
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The first question is about whether the real users will need the new search capabil-
ity with social navigation support along with the baseline Knowledge Sea system. The
other one is related to the situation when the users retrieved documents using the so-
cial search. The search result provides users with two types of different information at
the same time, conventional similarity ranks and social navigation information. There-
fore, users should select documents on the basis of these information and we are in-
terested in the type of information users depend on more. Based on these questions,
we have established two hypotheses.

1. Users will need the social search capability and will use it meaningful times.
2. Users will actively select documents with higher social navigation scores. Espe-

cially, they will select lower ranked documents (appeared lower part of the re-
trieved results) if the documents have high group traffic and/or positive annota-
tions.

4.2 Data collection

To answer these questions, user survey and usage log analysis of the system were
conducted. For the survey, following questions were asked to the students of INFSCI
0012 Introduction to Programming class at the School of Information Sciences, Uni-
versity of Pittsburgh.

1. “The availability of search interface in Knowledge Sea was important”.
2. “Unlike traditional search engines that return the list of results ordered by rele-

vance, Knowledge Sea search also shows you using standard color metaphors how
many visits you and your group made to the pages found. This feature was useful
in deciding which pages in the list of search results to visit.”

We have kept the transaction records of how users behave when they browse,
search, and select documents using this system. The transaction logger keeps track of
users’ navigational behavior. Therefore, we can find out whether users used browsing
or searching mode to select an educational document from this data. Also, we can ex-
tract the similarity rank and the social navigation score of the documents when users
selected and viewed them.

5 Analysis of Results

5.1 User Survey

Nine students answered the survey questions. The results are shown in Figure 4. For
the first question asking about the need for the search interface, about 88.9% of the
students agreed the need for the search capability for social navigation system. 11.1%
of them were neutral, and no student expressed disagreement with this need. For the
question asking the need for the social navigational functionality of retrieved results,
77.8% of the students agreed, 11.1% of them were neutral, and 11.1% disagreed.
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Fig. 4. Students’ attitude to the need for the search interface and the social navigation

5.2 Transaction log analysis

First, the transaction log for two months (from 10/19/2004 to 12/18/2004) was ana-
lyzed. This data contains the frequencies of each mode users had used before they fi-
nally located and opened a document. Users can choose a cell and browse using
Knowledge Sea’s baseline system, or directly search for relevant documents by en-
tering queries to locate relevant materials they need. With this data, we can find out
users’ preference on each mode before they reached educational document. The result
is summarized in Table 1. The most frequently used mode was browsing. Map mode
and searching mode were used about 1.5 and 4 times less than the browsing mode re-
spectively.

Map Browsing Searching Total

299 (36.2%) 423 (51.1%) 105 (12.7%) 827

Table 1. Number of times used for each navigation mode

Part of the transaction log data contains more information about users’ behavior.
For one month (from 11/16/2004 to 12/18/04), we have recorded data which can be
used to analyze social search activities. The additional information includes document
rank calculated by similarity, document ID, query string, number of accesses for the
corresponding document made by the user himself and other users, the number of an-
notations, and annotation types. By analyzing this data, we can see if users preferred
conventional rank information provided by the search engine or the popularity and
annotations of other group users.

53 document selections were recorded within this time period. Each selection was
made on the basis of information available to the users before they opened a specific
document. That includes rank, social navigation cues (if present), and title. Table 2
shows the average rank and count of selected documents for two groups. One group is
documents with social navigation cues and the other is without such information. This
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result is corresponding to our expectation in a part and not in part. As we have ex-
pected, the users selected documents with social cues slightly more frequently than
documents without social information (29 to 24) even though most of the documents
in the result list were not annotated. Together with the user survey, this data provides
some support for our first hypothesis that users will need the social search capability
and will use it meaningful times.

We also have expected that the users would select documents with lower ranks if
they were popular and/or annotated. However, the overall average rank in Table 2
shows that users still preferred higher ranked documents even though the documents
were emphasized by social navigation information.

With social navigation Without social navigation

Average rank 6.48 8.54

Selection count 29 24

Table 2. Average rank of documents with and without social navigation informa-
tion. Note that the higher rank corresponds to lower numbers.

 Table 3 shows the number of documents viewed per query by popularity and a n-
notations. Users can distinguish popular documents among group users with higher
group traffic by looking at the background colors of the “human-figure” icons and
they can also distinguish positively annotated documents by looking at the colors of
the “thermometer” icons. They selected and viewed about 1.3 times more documents
when they retrieved results which include documents other group members had
viewed before them. For positive social annotation, they selected and viewed 2.4
times more documents among the retrieved results than they retrieved results without
positive annotations. To summarize, users tried more items among their retrieved set
when they saw higher traffic items or positively annotated item

Average Total # of queries

With group traffic cues 2.69 35 13

Without group traffic cues 2 18 9

With positive annotations 4.5 18 18

Without positive annotations 1.94 35 4

Table 3. Number of documents viewed per each query split by presence of traffic
and annotation social cues

The data above shows that the retrieved documents with social navigational infor-
mation were popular among the users. However, in terms of the average rank of the
selected documents, the average rank score of the documents with social navigation
information was higher (numerically smaller) than the others. This does not corre-
spond to our expectations that the users will choose lower rank documents if they
have higher traffic or positive annotations.
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For more careful evaluation of social navigation support in the list of search re-
sults, we considered two factors: which pages were selected and how much time the
student spent reading each page after it was selected in the list. Since students do not
see the content of the page while looking at search results, the fact of page selection
reflects the perceived relevance of page for the students that is formed on the basis of
page title, rank in the list, and possible social cues. In contrast, time spent reading
(TSR) the page reflects the “true relevance” of the page – it’s usefulness for the stu-
dent. The more clicks were made on links of a specific category, the higher is the per-
ceived value of this category. The larger is TSR pages behind the links of a category,
the higher is the “true relevance” of this category.

To evaluate the “true relevance” of pages with low and high group traffic we com-
pared time spent reading a page for pages with high group traffic and low group traf-
fic. Similarly, we assessed TSR for pages with high rank versus pages with low rank.
To evaluate the perceived relevance for these categories, we compared the number of
accessed documents in each category. We hypothesize that pages with social cues will
have higher perceived relevance (because the cues attract students attention) and
higher true relevance (because they are “approved” by the group as a whole). In con-
trast, we expected high-ranked pages to have higher perceived relevance and lower
true relevance. For evaluation we looked at median TSR over all selected pages from
search result. We used median to discard too long or too short TSR. The group traffic
represents the number of clicks before the page is being chosen from the search result.
We consider pages with 3 or more clicks as pages with high group traffic since 3
clicks make the background clearly dark. Also we consider the first three search re-
sults as “high rank”.

Our result is consistent with our hypotheses. As shown in the table 4, high-ranked
links attract students – almost 1/2 of all clicks are done one the top three links. Yet, as
table 5 shows, this attraction is often misleading: students realize quickly that the page
is not relevant and spent little time reading it. Overall, as we expected, high rank is a
very poor predictor of how interesting and relevant the page really is – as measured
by very low average TSR (13 sec). At the same time, high traffic annotation, while
not attracting student attention as much as high rank (17 vs. 20) is a much better pre-
dictor of relevance with average TSR 31 sec. Interesting is that the best predictor of
relevance is a combination of high rank and high traffic – with TSR 56.5 second.
While high rank/high traffic pages turned out to be the best for students, they are less
frequently visited. So, while the students like traffic-based annotation and it does help
to get to relevant pages, they still do not trust it as much as it deserves according to its
performance.

Number of accessed documents
Low rank High Rank Total

Low group traffic 19 12 31
High group traffic 9 8 17
Total 28 20 48

Table 4. Document distribution by rank and group traffic

10 PIA 2005



Median TSR
Low rank High Rank Total

Low group traffic 50 8 25
High group traffic 21 56.5 31
Total 41.5 13 26.5

Table 5. Effect of social navigation on accessing from search result by TSR (Time
Spent Reading)

6 Conclusions

In this study, we added a social search capability to a social adaptive navigation sys-
tem Knowledge Sea and tested its usability. We implemented a service, which shares
traffic and annotation information with Knowledge Sea and let users make use of so-
cial navigation features within our social search system. We expect this new feature
will improve the effectiveness of our system and the social search capability will
overcome the limitations of the traditional Web search services.

By implementing this system, we tried to find out if users really needed the social
search capability and if they would show behavior, which is different from when they
use traditional search services. Users tend to select documents displayed in the upper
part of the retrieved result set. However, with additional clues like group user traffic
and positive annotations implemented in our system, we could expect a change in us-
ers’ document selection behavior.

Therefore, we established two hypotheses. First, users will need the social search
capability and will use it meaningful times. Second, users will actively select docu-
ments with higher social navigation scores. To test these hypotheses, we conducted a
survey and analyzed the transaction log. According to the survey, very high number
of users agreed with the importance of search interface and the usefulness of the so-
cial navigation support for the search interface. We were also able to find out from the
transaction log that the search interface was used in a significant number of times
even though the existing map and browsing system of Knowledge Sea were used
more often.

To analyze users’ document selection behavior in terms of social navigation infor-
mation, we observed selection counts and the ranks of the selections and tried to find
out if users were willing to select and view documents with higher group user traffic
and positive annotations. Our assumption was that users would actively select and
view popular and positively annotated documents and they would select such docu-
ments even though the documents had lower rank score and appeared at the lower part
of the retrieved result set. However, overall average rank of documents with social
navigation information was higher than those with such information unlike our ex-
pectation. Therefore, we tried to see how users’ behavior change as time passes and
found out users tended to select lower rank documents as their usage history accumu-
lates.

We also analyzed TSR (Times Spent Reading), which means how much time users
spent for reading pages according to their characteristics like ranks and group traffics.
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Results show that users spent much more time reading documents with lower ranks
and higher group traffics. It also supports the relationship between ranks and group
traffic of documents and users’ choices of those documents. From these results, we
can conclude that users tend to select documents with lower ranks if they are provided
with additional social navigation information like group traffic.

We have also found out that users’ inactive selection behavior in the earlier stage
of the experiment was caused from the Cold-Start-Problem, which happens at the ear-
lier stage of social navigation systems when enough user history information is not
collected. Therefore, we can expect users to exploit popular and positively rated items
more and more actively with a system that supports social search and social naviga-
tion features as the accumulation of social navigation information increases.

Conventional rank information for information retrieval system is not enough for
support users to select relevant documents. With the help of group users’ tacit or ex-
plicit evaluation on that information, user can more effectively complete their task to
find out documents they really need.
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Abstract. User modeling data in dynamic, personal and adaptable sys-
tems is usually collected immediately before system interaction with a
questionnaire, or during application execution when users’ choices are
recorded and analyzed. This data is then typically used to intelligently
adapt the system’s output, hopefully improving the user’s interaction
in some measurable way. When coupled with knowledge-based applica-
tions such as intelligent information presentations or tutoring systems,
this user model may be mapped onto the system’s knowledge base as an
overlay that may describe what domain material has been experienced
by the user or to adaptively encode a progression of topics to be pre-
sented next. We present a case study in the museum domain, where an
adaptive hypermedia mobile presentation system creates a user model
for its own use, and subsequently a post-visit report generation system
modifies the data in the model to produce a personalized summary of
the entire museum visit. We describe how one component, the interest
model, is seeded by the knowledge-based user modeling data collected
in the initial mobile phase, and is then expanded via inference over the
existing domain ontology during the second phase of report generation.

1 Introduction

The need for information presentation systems to automatically adapt them-
selves to their users is recognized in many application areas, among them visitor
guides for tourists like CyberGuide [9] or Deep Map [6], and museum visitor
guides as developed for projects such as Hips [12]. In order to adapt a system to
individual users, there is a need to identify each user’s needs and to model the
user in order to guide the adaptation process. Such a user model should provide
the information needed by the specific application, and hence usually contains
only relevant application-related data.

Information about users can be collected in two ways: explicitly, by asking the
user specific questions in order to provide the relevant information (an approach
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adapted by the Guide context aware tourist electronic guide which asked its
users to provide some personal details such as their name, interests and preferred
reading language [5]) or implicitly, by monitoring users’ behavior and inferring
a user model based on a number of observations, an approach taken for example
by researchers for the Hips system in the non-intrusive version of their museum
visitor’s guide [10]. A major drawback of explicit user modeling is the need for
users’ active involvement, an effort users typically seek to avoid given the need for
asking a number of potentially intrusive, private questions. Implicit approaches
are also troublesome given that inferring user interest and knowledge from their
behavior is a highly uncertain task.

Using stereotypes – a representation of clustered groups of users – is one way
to partially overcome these limitations: users are requested to provide a small
amount of personal (but not identifying) information that allows the system to
assign them to a stereotypical group from which relevant user details can be
inherited. Such an approach was taken in the Intrigue project [2], a mobile
tourist guide for the city of Turin. Intrigue recommended destinations and
itineraries for family groups, allowing for various points of view such as historical
period and artistic themes. It elicited user desires with direct questions, storing
demographic and background data for each person in the group, and then using
a probabilistic user model to predict their joint interests.

Like other guide domains, the museum environment [17] is a challenging
environment for user modeling. First, extensive and detailed information about
the museum exhibits is needed in order to provide the relevant knowledge space
to match the wide array of possible presentations generated for particular users
on their individual paths through the physical space. In addition, there is very
little information (if at all) about the visitors entering the museum, and it is
impossible in a real museum environment to ask them to explicitly provide all
the information required to create an extensive user model. Hence non-intrusive
user modeling that can still yield adaptive, personalized results is required.

Specific challenges include user modeling, as described by Serini and Stra-
parava [19] in the Hippie project, and has been the subject of a wide range of
research efforts with well-developed user models ranging from kiosk-based clients
[1] to mobile PDAs [18]. Hippie represented a user by a user model that took
into account the user’s personal data (such as age, job and more), his level of
domain knowledge and his interests. The unique setting and the complex nature
of the museum together with the highly varied characteristics of the visitors led
researchers to suggest very personal support would be preferable to the stereo-
type based approach, which was confirmed in subsequent highly detailed but
unimplemented research on the HyperAudio system [13].

A significant advantage of the deep representational level inherent in knowl-
edge bases is the availability of a taxonomy of concepts (ontology) for use in
semantic processing, for instance to gauge similarity between two domain con-
cepts or to record exactly what information has already been presented to the
user. This is true in other domains needing user modeling beyond museum or
tour guides such as intelligent tutoring systems [11] and e-learning [7].
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We describe two of our museum applications in the PEACH project which
both share a common knowledge base, but employ a user model in different
ways. Our KB supports typical functions such as reasoning for overlays and for
determining sets of subsequent potential choices for the user to explore next. In
addition, it also supports a sophisticated natural language generation interface
which immediately after a museum tour allows us to create printed or emailed
reports for museum visitors, consisting of a record of their individual interests
and recommendations for followup learning, which they can then read at home
or online after their museum visit. The report generator takes the original user
model created implicitly during the visitor’s tour, makes extensive use of the
existing KB ontology to infer a personalized interest model, and creates the
report detailing what he or she might like to see during their next visit to that
museum or other similar nearby museums.

2 The PEACH Domain, Mobile Guide, and Report

Generator

A visit to a museum in the context of the Peach project consists of two separate
phases: an immersive visit through the museum accompanied by a PDA which
transmits interface events and receives animated, interactive presentations for
the visitor [16], and a natural language report generator [3] which delivers a
personalized electronic or paper report describing the visitor’s trip through the
museum along with additional information that the accumulated interest model
predicts that that particular visitor would like to see. The user model is formed
by the individual path the visitor takes through the museum and the choices for
information on new objects they made via the PDA interface [8].

As an application domain we have chosen the Cycle of the Months of the
Torre Aquila at the Buonconsiglio Castle in the city of Trento, Italy. This work
is composed of eleven side-by-side frescos (measuring on average 2 meters wide
and 3 meters high each, and representing a particular calendar month, such as
January in Figure 1) painted during the 1400s and illustrates in great detail
and complexity the activities of medieval aristocrats and peasants of Trento
throughout a full year. Each fresco presents several scenes that were typical of
daily life in that month, such as aristocratic, plebeian, and religious activities.
The frescos are highly detailed, depicting architectural details, clothing and tools
of the era, providing an environment rich in similarities and differences which
can be exploited by the user model and domain knowledge base.

The underlying knowledge base contains around 1500 domain concepts for
each visible object in a fresco (people, animals, buildings, etc.), properties of
those objects (color, size, history, spatial position, etc.), active and stative rela-
tions (jousting, building, sitting, etc.), plus a larger number of generic concepts
necessary for generating explanations with the report generator. Additionally,
these concepts are organized under an ontology that separates concepts of unlike
types and allows an inference engine to determine which concepts are similar,
and thus might be of interest to visitors. The ontology is coded directly into the
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Fig. 1. The January fresco of the Torre Aquila in Trento, Italy

KB as taxonomic relations between concepts of varying abstraction. The KB
was built completely by hand, requiring around three months of effort.

2.1 The Mobile Guide

The interactive museum tour takes place with an adaptive mobile museum visi-
tors guide developed within the PEACH project. The electronic guide provides
museum visitors with dynamically generated personalized presentations relevant
to the exhibits they see in the Torre Aquila. They include details about specific
scenes found in the frescos, presented from a certain perspective (such as artistic
or historical). The presentations are based on detailed information that is drawn
from the system’s knowledge base, and is selected based on user preferences as
inferred by the system [15]. Presentations are given to the visitors on a choice
of devices - a PDA that the visitor carries, or a desktop with better displaying
capabilities, if the visitor is near such a device when a relevant presentation is
prepared. The personalization is based on a set of features representing informa-
tion continuously gathered about the visitor during the museum visit, including:

– Spatial information: whether the user has already been in this area before,
is facing an artwork, or she/he is spatially nearby some exhibit;

– Interests: whether the user is interested in a specific artifact;
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– Discourse history: what particular shots the user has already seen, or if
she/he has already watched a presentation for an artwork;

– Device: if the user is visiting a museum provided with a PDA, or she/he is
looking for information on the web with a desktop PC;

The PEACH dynamic user modeler works in a “non-intrusive” manner. Hence
there is no information about the visitor when starting each visit, and as a result,
the model is built solely by observing the visitor’s behavior. From the beginning,
the user is tracked by recording their positions (in terms of the visited exhibits),
the time spent at each position, and the details about the presentation delivered
(the main theme, the global perspective and peripheral concepts included). User
interests are defined in terms of domain concepts, which are associated with
individual presentations. These concepts provide a description of the content of
the presentation, thus representing its theme. The concepts that are associated
with the presentations and used for modeling user interests are drawn from a do-
main knowledge base that is primarily designed for natural language generation
for visit summary reports. Since there is no prior knowledge about the user, the
knowledge base and the concepts associated with the individual presentation are
the only source of information for user preferences with respect to the exhibits
visited and presentations delivered in the current museum visit.

The information described above is continuously being gathered and the level
of user interest inferred by the user model working in a “non-intrusive” manner.
User level of interest is inferred by monitoring each user’s explicit and implicit
feedback. Explicit user feedback is given by pressing a “More” button (to indicate
a positive reaction) or an “Enough” button (for negative reaction) and implicit
feedback, in the form of presentation completed without interruption (positive
reaction). These are used to infer user interest in the various concepts presented
by the presentations that the visitor sees. Using an inference mechanism that
follows ontological links in the knowledge base, user interests are propagated
from the specific concepts associated with the presentations to more abstract,
related concepts (e.g., interest in a concept “knight” is propagated to the more
abstract concept “aristocracy”).

Explicit feedback has a higher priority than implicit feedback in the sense
that explicit feedback is more reliable so it drives an immediate change in level of
interest in the concepts associated with the delivered presentation, while implicit
feedback requires accumulation of evidence for every concept (several implicit
responses) before changing a visitor’s interest level in that given concept. In
addition to the level of interest, a “certainty factor” is used as a way of repre-
senting the semantic distance between the original concept where the inference
started and the current, inferred concept. Concepts which are part of presen-
tations are seeded with an initial neutral value – “interested a little”. Later
interactions change the model of the visitor’s interests in the various concepts
using a qualitative 5-level scale (for more details, see [8]).
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2.2 The Report Generator

Supporting adaptive, intelligent presentation generation requires recording events
during the visit, updating information about user interests, and choosing new
presentations based on these inferred user interests, as described above. Generat-
ing a subsequent report about that visit instead requires a different perspective
on the type of information presented and the types of inferences used because
we want to (1) explicitly describe in detail exhibits that seemed to be of special
interest to the visitor, (2) compare and contrast details in order to increase their
understanding of what they have seen, (3) describe museum exhibits the visitor
didn’t see in addition to those seen (in order to trigger interest for future visits),
and (4) recommend a number of exhibits both in this and in other museums so
as to enrich the overall user experience.

To create the text of the report, the report generator combines a text planner
that determines the most relevant information to put into the description along
with its coherent rhetorical organization, and a deep syntactic NLG system that
creates the actual text read by the visitor. The text planner accesses the user
model, ensuring that the resulting text will be personalized, and makes exten-
sive use of the knowledge-based ontology and ontological inference mechanism
described below to decide what were the favorite exhibits seen by the visitor as
well as what exhibits might have been favorites if the visitor had had enough
time to see them.

For adaptive generation that is highly personalized for a particular museum-
goer’s visit, it is important to ensure a high amount of variation in the resulting
text. To achieve such variability, the text planner queries the user model to get
the log of the user interactions. For instance, to sequentially describe what the
visitor saw, the text planner extracts an ordered list of visited artworks and
accesses the knowledge base to get a shallow description of the main contents of
each artwork to be included in the summary.

Alternatively, the text planner can retrieve a list of ranked topics from the
inferred interest model. Thus the corresponding thematic report may consist of
a series of paragraphs describing the top items in the interest model. To prevent
excess repetition of similar exhibit types (for instance, where the entire text
is about the knights, lords, and ladies in the frescos), we cluster semantically
related items in the interest model, making extensive use of the ontology to
inform us which items are conceptually related to others. The text planner also
includes additional details from the knowledge base based on perspectives the
user seemed globally interested in. For example, if the visitor spent a lot of time
watching and requesting information on castles, churches and buildings in the
frescos, the ontologically informed heuristic assumes the user is interested in
architecture and thus includes architectural facts from the knowledge base, such
as the name of the builder or its particular building style.

The text of the report is created using the language-independent StoryBook
deep NLG system [4], which handles low-level language issues, such as sentence
subjects, verbs, pronouns, morphology, etc. Deep NLG has advantages that make
it useful in generating extended reports in a museum context: the text can be
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Visit Log / User Model Initial Interest Model Extended Interest Model

Moved in front of January for 223.0s HUNTERS + ARISTOCRACY +
Started January-Fresco Overview HUNTING-DOGS + ARIST.-ACTIVITIES +
Completed Presentation on HUNTERS BADGERS + ANIMALS +
Completed Presentation on CASTLE SNOW + WINTER +
Stopped Presentation on CASTLE-WALLS CASTLE + ARCHITECTURE -

CASTLE-WALLS - BATTLE -
Moved in front of February for 192.0s TOURNAMENT + ARIST.-ACTIVITIES +
Started February-Fresco Overview KNIGHTS + ARISTOCRACY +
Completed Presentation on TOURNAMENT LANCES + WEAPONS +
Completed Presentation on KNIGHTS HORSES + ANIMALS +

Stopped Presentation on SPECTATORS SQUIRES + SOCIAL-ROLES +
Completed Presentation on BLACKSMITH SPECTATORS - ARISTOCRACY -

Sequential, Non-Adaptive Visit Paragraph Thematic, Adaptive Visit Paragraph

... You first went to see the January fresco which ... Your favorite theme was the activities that
contains many scenes of winter activities. The main the nobles engaged in during their daily lives.
theme of this fresco is a snowball fight between a For instance, the hunt in the snow in January,
group of nobles in the bottom panel. Two hunters the knights engaged in the tournament in Feb-
are leading their dogs to search for badgers, while ruary, and September’s hawk hunts captured
a lord is cutting roses in his castle garden ... your attention for a large part of your visit ...

Table 1. Inferring an interest model from a visit log.

in multiple languages, produced in high-quality prose, provide for automatic
variation at the syntactic and lexical levels, and contain integrated markup (such
as HTML, or prosody for text-to-speech). Other NLG systems have had user
modeling components, such as the STOP [14] report generation system; though
our implementation is meant to work in multiple languages and does not require
any explicit information from the user. Importantly for the production of printed,
color reports that will be read by museum visitors, the NLG system allows the
introduction of HTML markup into the text at the syntactic level and thus can
produce the report as a web page which can also be emailed [3], and the report
includes an image of each artwork the visitor was interested in.

3 Inferring the Interest Model using a Taxonomy for

Presentation Generation and Report Generation

Between the completion of the interactive tour and the creation and printing of
the report as the visitor leaves, the user model that results from the tour must
be extended to allow for inference of the interest model that covers more than
the exhibits seen by the visitor. Otherwise, the visitor would receive a report
that is merely a copy of the visit log, describing the sequence of exhibits visited.

For instance, imagine a visitor who carries their PDA in front of the January
fresco, as described in Table 1, and watches a series of presentations about
aristocrats enjoying leisurely winter activities (Figure 1). The visitor watches
entire presentations about these topics, but interrupts the PDA when it begins
to describe the architectural details in the same scene. The visitor then moves
on to the February fresco, and again listens patiently to presentations about
aristocratic activities in addition to those of the lower social classes. The visit
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log collects this data from the mobile presentation system, and integrates it with
the knowledge base, producing an initial interest model.

From the joint knowledge that the visitor enjoyed a hunting scene in the
January fresco and a tournament in the February fresco, we can generalize to
infer that the user is interested in winter aristocratic leisure activities. Integral
to this inference is ontological knowledge as well as other types of relations
that connect concepts into a large semantic net. The knowledge base records
information about each scene being presented, for instance that the presentation
on hunters includes the hunting dogs, a badger, the hunters themselves, etc.
Later, after inference, the text planner may additionally cluster multiple similar
conceptual interests to produce abstract topics such as “aristocrats” rather than
“knights” and “ladies” individually.

If well-defined clusters can be created for the top-rated concepts at the com-
pletion of inference for the interest model, the text planner then writes a report
organized thematically and centered on the top clusters in the list [3]. Otherwise,
the system chooses a sequential report describing exhibits in order, pulling de-
tails from the interest model. In our experience, a thematic organization of the
report is superior to sequential methods of organization. In either case, adaptive
variation in the report text is ensured at the organizational level, depending on
the visitor’s path through the museum and their requests for further details.
Finding clusters is also important for report generation because without them
the final report may consist of redundant sequences of text talking about similar
interests without providing any contrasting or unifying information.

4 Discussion

In our application, a single user model supports two different tasks: online pre-
sentation generation and creating personalized summary reports. On one hand,
the user model supporting adaptive presentation generation requires recording
events during the visit and abstract information about user interests, which are
more general by nature than the specific concepts depicted by the presentation.
For instance, the specific jousting activity of knights may be a concept asso-
ciated with a presentation, but for user modeling purpose the more abstract
concept of aristocratic activity is what really matters. On the other hand, the
report generator requires much more detailed information than is available in
such interest models; the required knowledge should include details such as the
number of jousting knights in the scene, their weapons, clothes, relative position
to each other and so on in order to support potentially all possible reports from
every visitor perspective. To provide this level of detail for an application, we
must overcome a gap between the standard functions a user model supports for
abstract user modeling and the domain-specific expectations of the application.

This gap can be seen in what was initially available to report generation: an
unordered or semi-ordered list of interests extracted from the knowledge base
with associated discrete interest annotations. The list included the specific con-
cepts and related, more abstract concepts. For dynamic presentation generation,
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all that is needed is a list of concepts and a level of user interest in each and
every one of them, so that the user model can respond to queries such as what
is the level of interest the user has in some concept X (in addition to queries like
whether the user has seen a concept X or did the visitor visit some exhibit X).
Such a list is ill-suited for direct processing by a report generator, which needs
rhetorical and discourse motivations to produce text. Given the list-like nature
of the interest model, driving the text planner thus required a number of basic
list functions whose parameters include the semi-ordered topic list, the knowl-
edge base, and fundamental user parameters. However, standard implemented
user models do not support these functions:

– Filtering: Removing or retaining particular interests that satisfy a filter con-
dition, such as all artwork elements containing animals or farm implements.

– Clustering: Grouping similar interests under more abstract hierarchies (which
may need to be constructed on the fly), such as aristocrats from a set of in-
terests including lords, ladies, and knights, to avoid repetition in the report.

– Sorting: Placing a series of interests in some logical order, so that the report
doesn’t result in a sense of random order.

– Splitting: Separating similar items into groups depending on an external
element, such as when they are distributed across adjacent artworks, and
especially for incorporating rhetorical effects like comparison and contrast.

– Searching: Looking through the knowledge base for items similar to a given
interest, which can be used to populate the text with additional details.

Such services are required for the system to group together the individual
concepts in a semantically meaningful way. Such a grouping lets the system focus
on concepts that were the most interesting for the visitor and for later elaborating
specific concepts of interest by querying the knowledge base for more details.

5 Conclusions

Specific implementations impose specific requirements on user modeling. In this
paper, we described a method to bridge the gap between an abstract user model
needed for a dynamic museum guide system and a detail-centered interest model
needed for a report generator. The domain knowledge base served as a founda-
tion for this bridge, allowing implicit visitor behavior to determine an adaptive,
personalized report of the visitor’s experience.
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Abstract. In this paper we present an information retrieval system (meta search 
engine) that provides web service based methods for user and query specific 
annotation of search results. The system currently supports two types of annota-
tions: Categorization based on information extracted from user bookmarks (In-
telligent Bookmarks) and semantic disambiguation of query terms in docu-
ments using an ontology that can be selected by the user (Sense Folders). We 
describe both approaches and present adaptive user interfaces for different de-
vices (mobile and desktop) that use these services in order to improve the user’s 
search process. Furthermore, we discuss the advantages of dividing query re-
sults set processing (the information to be presented) from the interface design 
(information presentation) using web services in order to simplify the develop-
ment of retrieval systems for, e.g., different desktop as well as mobile devices. 

1 Introduction

Over the last years a number of methods have been proposed and realized, that enable 
a user to search in large collections of documents which may consist, e.g., of web 
pages or text documents. Most of these methods are based on keyword queries which 
means that a user has to provide a list of keywords that describe the contents of the 
searched document. After performing the query the user obtains a list of documents, 
which is ordered by the degree of similarity to the applied query (see, e.g. search 
engines like AltaVista [10] and Google [4]). If the keywords are well chosen, these 
methods frequently provide an appropriate list of results due to their sophisticated 
ranking methods, which are usually not based on pure Boolean queries but take into 
account word frequencies, thesauri or even simple semantics [1]. However, if the 
result list covers, e.g., diverse meaning categories (if the search terms are ambiguous) 
or diverse topic categories (if the search terms are used in different domains), then 
these categories appear rather unsorted in the result list. Since this is the case for most 
queries, automatic categorization of the documents would strongly improve the re-
trieval performance for a user, since he can then select the intended category and thus 
reduce the result list to a subset of relevant documents.    

First approaches based on this idea had been provided, e.g., by the web search en-
gine Yahoo [24]. Here, the complete document collection was (manually) hierarchi-
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cally organized and this structure was provided to the user to browse the document 
collection. The main drawbacks of this approach are the necessity of manual interac-
tion for the arrangement of the documents. As the classification has to be updated 
regularly, maintenance can get rather costly. More recent approaches which try to 
categorize documents automatically are realized, e.g., by meta search engines like 
Vivisimo [22] or KartOO [14]. Vivísimo’s search and clustering solutions are based 
on an approach that organizes search results into categories. There is no preexisting 
taxonomy. The document clustering and meta-search software automatically catego-
rize search results on-the-fly into hierarchical clusters. The categories that are auto-
matically selected from the words and phrases contained in the results or documents 
themselves. The Vivísimo algorithm is based on textual similarity. Kartoo is a search 
engine which shows results in visual interface. The results of several search engines 
are combined and represented in a series of interactive two-dimensional maps through 
a proprietary algorithm. The thematic relations between the results are indicated with 
annotated lines. Furthermore, colors are used to symbolize certain subject. Thus, this 
search engine provides information in context in order to allow the user to navigate in 
semantic graphs.   

However, all currently available categorization techniques still have difficulties in 
providing appropriate categories. Both, the manually assigned categories (subjec-
tively labeled from humans) or the automatically derived categories (usually obtained 
by clustering methods [20, 3]) only consider the word distribution in documents with-
out taking into account criteria derived from the underlying query, such as different 
meanings of a term or information from a user profile. Thus, the query as well as user 
specific interests are neglected during categorization. Therefore the assigned catego-
ries usually do not represent the categories a user is expecting for the query at hand. 

In the following, we present the framework for an information retrieval system that 
enables the use of user profiles in order to automatically annotate result set based on 
user and query specific information. Furthermore, the system enables the use of user 
specified ontologies for disambiguation purposes and supports the use of adaptive 
interfaces on different devices (Sect. 2). Before we present in Sect. 4 two adaptive 
interfaces, we discuss in Sect. 3 the role of content and user adaptivity in information 
retrieval in order to motivate the specific interface design. In Sect. 4 we finally pre-
sent two application examples and clarify the importance of the differentiation be-
tween content and presentation. 

2 The Information Retrieval Framework 

The main objective of user modeling in the area of information retrieval is to ex-
tract and store information about a user in order to improve the retrieval performance. 
A user model in this context usually consists of a list of keywords to which relevance 
degrees are assigned. More complex models [25] distinguish between di erent search 
contexts, or store additionally relations between keywords in order to model a more 
expressive search context. A user profile, based on the user interests, can be obtained, 
by extracting keywords from the queries performed or documents read by the user in 
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the past [22]. Furthermore explicit as well as implicit feedback information from a 
user can be collected in order to learn or refine a user profile [17, 18, 2].  

In the system presented in the following, we use user and query specific informa-
tion in order to annotate – and thus categorize – search results from other search en-
gines or text archives connected to the meta search engine by web services (see Fig. 
1). The system currently supports two types of annotations: Categorization based on 
information from user bookmarks (Intelligent Bookmarks) and semantic disambigua-
tion of query terms using an ontology that can be selected by the user (Sense Fold-
ers).

The idea of Intelligent Bookmark annotation is to exploit information about the 
way a user is ordering, sorting or categorizing his documents in order to categorize so 
far unseen documents. This approach is described in more detail in Sect. 2.2.

The idea of the Sense Folder annotation approach is to use ontologies in order to 
disambiguate query terms used in the retrieved documents [8]. Thus it is possible to 
categorize documents with respect to the meaning of a search term. Further details 
can be found in Sect. 2.3.

In the following we briefly describe the query processing and annotation process 
of the system and its embedding in the meta searcher. 

2.1 Annotating Result Sets 

In Fig. 1 an overview of the system architecture is given. The search engines (e.g. 
Google or local searchers) as well as the user interface are connected to the system by 
Web Services. Thus the system can easily be extended by additional search engines 
or used by different interfaces. The annotation methods are implemented as modules 
within the meta search engine.  

Intelligent 
Bookmarks 

Sense Folder 
Classification 

Meta – Searcher  

Desktop 
User 

 interface

Mobile  
User  

Interface

Search Engine 
(e.g. Google)

Local  
Text 

Archive 

         = Web Service Communication 

Local 
search 
service 

Local  
Text 

Archive 

Fig. 1 Overview of the retrieval system

The main idea of the system is to provide additional disambiguating information to 
the documents of a result set retrieved from a search engine in order to enable the 
clients to annotate, restructure or filter the retrieved document result set. This idea is 
motivated by user studies have shown that category interfaces are more effective than 
list interfaces in presenting and browsing information. For example, in the studies 
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presented in [11] the authors have evaluated the effectiveness of different interfaces 
for organizing search results. It turned out that users favored the category interface 
over the list interface and were 50% faster in finding information organized into cate-
gories. In this study the authors provided additional semantic category contexts for 
the list interface using categories as described in [15] in order to also evaluate what 
interface elements were the most important for the search process. 

The annotation process we have implemented into the meta search engine can be 
briefly described as follows: 

1. First the user types his query (keywords). 
2. Search results are indexed. 
3. Search results are classified/annotated by its Sense Folder.
4. Search results are classified/annotated using the Intelligent Bookmarks.

Based on this process an annotated result set is obtained. This result set is for-
warded to the client via the web services. 

2.2 The Intelligent Bookmark Approach 

Most users use the bookmark functionality of their web browser to store relevant 
websites in a more or less structured way. The main idea of the Intelligent Bookmarks
is to provide users additional benefit from storing bookmarks. Therefore we extended 
the functionality in different ways: The system supports hierarchical bookmarks in a 
tree structure, the bookmark hierarchy can be accessed and managed from any device 
and furthermore the structural information stored by the bookmark hierarchy and the 
assigned web pages is used to annotate search results. All functions can be accessed 
via web services. Thus, the bookmarks can be visualized by clients in different ways, 
e.g., as a folder structure like in the interfaces discussed in Sect. 4.

Based on the web pages stored in the bookmark structure, a classifier is trained 
that uses the folder names as category labels. Thus, the more results are stored and 
assigned to a category, the better does the system learn something about the way a 
user is structuring information. We assume that every category folders describe 
groups of web sites that implicitly define the categories for the support system of the 
search interface.

This classification approach can be used in order to annotate search results or to 
filter documents. Since the system just provides the annotation, the visualization for 
the user can be realized by the client systems. A more detailed description of the 
functionality of this process is given in [13]. 

2.3 The Sense Folder Approach 

Similar to the Intelligent Bookmark annotation, the classification terms obtained by 
the disambiguating classes of the Sense Folders are then added to each document 
listed in the result set of a query and are forwarded to the search client for further use. 
In the Sense Folder approach integrated in the retrieval system we consider the dif-
ferent linguistic relations that describe the context of the searched word in the ontol-
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ogy in order to recognize the meaning of the user query [8]. Currently we use these 
linguistic relations from the WordNet ontology [23] in order to create prototype vec-
tors that are defining the Sense Folders for the different meanings of the query terms. 
Obviously, this approach is restricted to query terms that appear in the ontology.  
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Result
Set

annotated/classified Result Set

Document
pre-processing
and indexing

Clustering
(prototype 
refinement)

"Sense Folder"
Prototype 

Document
Classification

Class 
Prototype 
Creation

Query 
User 

Interface 

Indexed
Result Set

Document
Classification

Search 
Engine 

Key-

SF CL

Fig. 2 Overview of the Sense Folder (SF) and Clustering (CL) classification process 

For our disambiguation problem, we first assign semantic information (retrieved 
from the ontology) to the result sets we get from the search engine. Afterwards, we 
use a clustering algorithm in order to fine tune the initial prototype vectors of each 
Sense Folder using the distribution of documents around the initial prototype vectors 
(see Fig. 2), i.e., we expect that in a web search usually a subset of documents for 
each possible meaning of a search term is retrieved. Thus, each subset forms a cluster 
in document space describing one semantic meaning of this term. In other words, 
every document is first assigned to its nearest prototype vector derived from the on-
tology and afterwards this classification is revised by the clustering process [9]. This 
approach has shown to strongly improve the classification (or disambiguation) per-
formance [9]. The semantic information assigned is appended to the document as 
additional information in order to help the user in finding the relevant documents, 
without loosing too much time in browsing all documents.  

3 User and Content Adaptivity for Information Presentation 

Standard keyword based search engines retrieve documents without considering 
the importance of user oriented information presentation. It means that the user has to 
analyze every document and decide himself which are the documents that are rele-
vant. In order to support the user the retrieval system assigns additional information – 
currently retrieved from the ontology or the bookmark structure as described above – 
to the retrieved documents. Furthermore, this information should also be adapted 
according to the individual user needs.
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The need to obtain a good adaptivity [5, 6, 7] to user needs should be based, on an 
appropriate user model in the retrieval system, since users expect individual informa-
tion depending on their interests and knowledge. In order to achieve this, we need 
different user profiles [19, 21] that cover (almost) all user needs, including the rela-
tions between the user search words (content adaptivity), and the different user char-
acteristics (depending on the user interests, knowledge, experience, language, culture, 
etc.). In this sense the Intelligent Bookmarks as described in Sect. 2.2 are only a first 
step. However, since the system exploits information the user is anyway willing to 
provide, this approach is non-obtrusive and thus more easily accepted then explicit 
feedback techniques. By storing bookmarks the user implicitly provides information 
about his interests and the way he likes to have information structured. 

Besides the information describing a user we have to consider certain limits of the 
hardware when we implement a user interface for a specific, e.g., mobile device, and 
have to adapt our interface accordingly. We also have to observe, that information 
has to be independent from the interface and has to be presented individually; it 
means that users should have a unique support depending on their needs as independ-
ent as possible from the hardware they are currently using. 

Implementing our retrieval system, we decided to divide query results set process-
ing (the information to be presented) from the interface design (information presenta-
tion) using web services in order to simplify the development of retrieval systems for, 
e.g., different desktop as well as mobile devices. We have chosen to implement web 
services in order to give the possibility to access information in a way that is platform 
and hardware independent. Thus the communication between the search-client and 
the meta search engine as well as the meta search engine and search engines like 
Google or local search services is realized trough web services that represent a stan-
dardized interface. For the current implementation of the meta search engine we used 
Axis – an open source SOAP server and client – on a Tomcat Web Server. As an 
example, in Figure 3 a subset of the web services that are necessary for accessing the 
basic search functionality and the bookmark management is shown.   
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Fig. 3 Web Services interaction overview using the bookmark based classification 
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The first web service (Search) connects to a search engine (here Google using the 
Google API) and returns a set of results that contains additional annotations as de-
scribed in Sect. 2. The Directories web service is used to manage the bookmark cate-
gories created from the user. Therefore it provides methods to add and remove folders 
for the bookmark hierarchy. The Documents web service is used to store and remove 
links (URLs) to web pages in the bookmark hierarchy. 

4 User Interface Design 

Since an information retrieval interface that is developed based on the meta search 
engine discussed above should help to accelerate the search process of a user, it is 
important to design the interface as user friendly as possible. Therefore in this section 
we discuss two prototypical search interfaces we implemented for the visualization of 
the available data. We also discuss briefly the different requirements that have to be 
considered implementing user interfaces for diverse devices. 

4.1 Desktop User Interface 

A screenshot of a prototypical search interface for desktop systems is shown in Figure 
4. The interface basically consists of three parts: The query area, the contexts and 
categories area, and the result list area.

The query area is in the upper left side of the interface. Here, the user can enter the 
search terms that will be used from the system in order to obtain a list of results from 
a connected search engine. The obtained results are then stored by the interface in a 
specific folder that is labeled with the search terms given by the user. Every time a 
user starts another query, a new “query” folder will be created, thus the user can navi-
gate through them without writing the same query twice. 

The bookmark area is placed underneath the query area. The bookmarks are user 
specific. Here we used the first level in the bookmark hierarchy to distinguish be-
tween search context and categories within a given search context. Thus the user can 
store bookmark hierarchies for different search purposes, e.g. work and recreational 
activities. This supports on the one hand the user in structuring the bookmarks and on 
the other hand simplifies the classification of documents in search results, since we 
already have separated the documents in different domains and can learn individual 
classifiers for the respective subsets [13].  

The result list area is situated on the right side. Here both, the web search results 
and the list of web sites contained in a selected category, are presented. For each item 
its title, its hyperlink, and a snippet briefly describing the content of the belonging 
web page as provided by standard search engines is given. In addition, categories 
derived by the Intelligent Bookmark and Sense Folder annotation methods (see Sect. 
2) are displayed. For the Sense Folder annotation additional label information is re-
trieved from the ontology and displayed to give the user a more detailed description 
of the content of the annotated document entry. Thus documents belonging to differ-

PIA 2005 29



ent semantic categories are labeled with different senses derived from the ontology 
(see also Section 2.3 and [8]). 

Fig. 4 Desktop User Interface. The information from the Sense Folder annotation is provided 
directly below each title line. 

4.2 Mobile User Interface 

The first consideration has to be done working on mobile devices is why such an 
effort is so different from the interface design for a more typical desktop based Web 
application. In the following, we mention some problems faced by user interface 
designers in wireless application development: Typically a wireless device has a more 
limited bandwidth than a wired device. Transmitting and receiving huge amounts of 
data is a problem. Therefore, the data containing the information to be presented 
should be well preprocessed and redundant, and unnecessary data should be removed.  

Furthermore, the connection to a wireless device is intermittent and there is no 
persistent point-to-point connection. Mobile devices are compact in size and have the 
problem of the limited battery life. We have also the problem of limited memory – 
that, however, sometimes can be resolved expanding it with memory cards. Another 
fundamental difference between mobile devices and standard workstations is the user 
interface. A “normal” interaction (it means through mouse and/or keyboard) for such 
devices is usually not available. Furthermore, the screen area is almost always very 
small and thus data can be viewed, navigated and manipulated usually only in a very 
cumbersome way if the user interface has not been adapted for this environment [12,
16].  

Using mobile devices, we had to consider the different possibilities of user inter-
action. We transferred the given functionality provided by the desktop interface, as 
good as possible to the PocketPC. The realized interface is shown in Figure 5a-c.
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Fig. 5 Mobile User Interface: a) Search window, b) bookmark management and c) result list 

In order to ensure an intuitive use, we provide three different adapted views of the 
user interface. In the desktop user interface, for example, we have a drag and drop 
functionality, in order to store or restructure the bookmarks. This is not possible in 
the mobile environment, because of the limited interaction functionality given from 
the use of the pen. For this reason we had to readapt the functionality of the user 
interface.

The navigation through the result list on a mobile device is done with a pen. If 
the user clicks on a document, the content will be then shown as a normal web page 
in the window of the standard web browser of the device.

Taking into account all software and hardware limitations, we developed an 
adapted mobile user interface. The basic components are three. We adapted their 
functionalities for mobile devices. These components (views) of the program are 
listed as it follows: 

a) Search and presentation of the search results in a tree-form.  
b) Results window: Search results are annotated/categorized using the different 

classification approaches (see Sect. 3) and are presented with the additional 
information as first information after the title. 

c) The third component is used for the user specific (private) categories and 
contexts (bookmarks).  

The user can type the query in the search window (Fig. 5a) using standard PDA 
text input methods. The system retrieves the documents presenting automatically the 
results, switching to the results window (Fig. 5c). Once a user gets results, he can 
choose to see one document by clicking on it with the pen. He can view the next 
results choosing the “next arrow” or can start a new search clicking on the search 
button.

Buttons (Fig. 5) provide the possibility to switch between the views. In every view 
a user can switch to another only clicking to the correspondent button. The user can 
choose to search new content, browsing the results, saving the interesting results to 
the Intelligent Bookmarks or viewing new results trough the simple use of a pen. All 
these interaction possibilities are given by the use of the buttons that give a quick 
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access to the other view. Storing data in categories and context is possible by select-
ing a document and pressing the “category button”. This implements the drag and 
drop functionality of the desktop interface (see also Figure 5b).

We implemented the user interface using the Macromedia Standalone-Flash Player 
for PocketPCs. Therefore, the user interface is portable to any device that has in-
stalled the player. If a Macromedia plug-in for the Pocket Internet Explorer is in-
stalled, the user interface can also be accessed as macromedia flash-film. However, 
since the interface is then re-scaled this has negative effects on picture quality, per-
formance and usability. The PDA connects to the web services provided on our web 
server using an internet connection, e.g., via WLAN, Bluetooth or USB-connection 
(ActiveSync).

5 Conclusions

In this paper we have presented the concept of a meta search engine that can be 
used by desktop as well as mobile information retrieval interfaces. The system sup-
ports two types of annotations: Categorization based on information from user book-
marks (Intelligent Bookmarks) and semantic disambiguation of query terms using an 
ontology that can be selected by the user (Sense Folders). We have briefly discussed 
these approaches and how to implement them for building adaptive user interfaces for 
different devices (mobile and desktop) in order to accelerate the user’s search proc-
ess. Furthermore, we discussed the advantages of dividing query results set process-
ing (the information or content to be presented) from the interface design (informa-
tion presentation) using web services in order to simplify the development of retrieval 
systems for standard desktop workstations as well as mobile devices. 
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Abstract. When people engage with information, they are often in so-
cial groups. This applies, for example, in the case of museum visits,
where people typically attend the museum and view the exhibits in small
groups. This paper describes a proposed system GM, Group Modeller,
which will create group models from a set of individual user models. We
discuss the approaches and challenges in terms of common sub-models,
collective models, group interaction models, and knowledge-based rea-
soning across models.

1 Introduction

With computing technology becoming pervasive, information access will be-
come increasingly integrated into normal environments. For personalisation re-
searchers, it is important to begin to take account of the many everyday sit-
uations where the user of a personalised service is not alone, but is part of a
small group. If we are to customise or adapt information delivery, we can ex-
pect that this will operate differently depending on whether a person is alone or
in a group. A suitable individual user model may suffice in the situation when
a person is alone. It is conceivable that a heterogeneous user group may have
conflicting preferences and needs, and the delivery of customised information
which addresses the requirements of all the people in the group introduces new
challenges in addition to those relevant in the case of an individual. When infor-
mation is to be adaptive in a group setting, the system will need a group model
by appropriately amalgamating the individual models.

There has been some interesting and relevant work on user modelling in the
context of personalised museum tours (many of which are reviewed in [1]). As
one might expect in this context, some of the work takes account of groups in
their design (e.g. [2], [3], and [4]). Petrelli, Angeli, and Convertino [5] observed
that people exhibit different behaviour when visiting a museum in a group, as
opposed to visiting as an individual. Moreover, a person’s behaviour typically
depends on the members that make up the group; for example, a young child will
typically play a predominant role in determining the duration and the course of
a family visit in a museum, with adults accommodating the child’s needs and
preferences rather than their own.
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Another domain that we want to apply the Group Modeller (GM) in is the
domestic environment, which differs from museum settings in several aspects
(e.g. group composition, session duration, etc.). Unlike a museum, the group
members in a domestic environment are usually quite tightly knit groups like
families. These people typically have some traits in common (e.g. social values
and habits). In addition, and more importantly from a personalisation perspec-
tive, since the home is where many people spend large periods of their time, it
seems likely that it may be easier to maintain long-term, and perhaps more ac-
curate, user models for people in that context. We are also interested in making
use of user models built and maintained in a domestic environment, and then
use them in other environments, such as museums.

In the Section 2, we discuss work on group modelling in different domains.
Section 3 examines some challenges in composing an effective group model. Next
we will describe the proposed group modelling system GM, followed by the
conclusions.

2 Group Modelling

Much work has been done in addressing groups in various domains. Masthoff
[6] investigated how different group decision rules affect the order of a sequence
of numerically rated preferences (in this case, for TV programs) and the sat-
isfaction gained as a whole group by applying each rule. She conducted two
experiments. One was, from a third-person view, on how people select a series
of TV programs for a group of viewers. In the second one, she examined how
satisfied people would feel with the sequences produced by the different strate-
gies. Some interesting findings were that: people tried to account for fairness and
avoid individual misery; normalisation was used (i.e. their satisfaction is based
on both selected and non-selected items); ratings were judged in a non-linear
way (e.g. in a 10-point scale, the difference between 9 and 10 is more significant
than that between 6 and 7). This type of work has importance beyond the choice
of TV programs. It suggests strategies for dealing with conflicting preferences in
more general contexts.

MusicFX [7] is another example of a system that uses individual user models
to generate group models. MusicFX is used in a fitness centre to adjust the
selection of background music to best suit the preferences of the people exercising
at any given time. One interesting facet of the system is that a group in the
context is made up of the people who happen to work out at the same time. This
is a very different sense of a group from that in most other projects (e.g. [2], [6],
[8]), where the group is not composed of strangers; rather it is friends or family
members. This system is somewhat unusual in that it uses explicit preferences
of all participants to make a selection that will directly affect everyone who is
present.

Group modelling is also an important factor in some work on city tours.
In the INTRIGUE project, for example, attractions are separately ranked by
first partitioning a user group into a number of homogeneous subgroups with
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the same characteristics. Then each subgroup may fit one or more stereotypes.
Finally, the subgroups are combined to obtain the overall preference, in terms
of which attractions to see, for the whole group [9]. In some cases, a subgroup
could be particularly influential either because it contains a majority of members
of the group or because it represents a relevant tourist class (e.g. children and
disabled people). For example, a subgroup may have the following characters:
between age of 46 to 55, full mobility, partial vision, and interested in art. One
of the stereotypes the subgroup fits is vision-impaired, which would put a high
weighting on choosing attractions that facilitate people with impaired vision
(e.g. vocal presentation and/or visual aids).

Another well-known group recommender system is the Travel Decision

Forum prototype that supports a group of people to plan joint vacations [10].
Inspired by situations where face-to-face communication is not possible, this
system emphasises asynchronous group discussions. In the initial phase, each
group member specifies his or her preferences by filling in a preference speci-
fication form. The aim of the next phase is to reach uniformed agreement by
having each group member interacting with a virtual mediator, as well as the
virtual agents that represent other members. This system introduces a novel
type of incremental preference elicitation; as each member fills up a preference
specification form, he or she may choose to see example solutions based on the
preferences of all the group members. Another interesting aspect is how to min-
imise manipulative preference specification. For example, when a person sees the
overall rating of an activity is fairly positive, he might rate it lower than what he
would have without seeing others’ ratings, in order to leverage the final outcome.
This still remains a challenging issue involving difficult tradeoffs.

There is rather scant literature on group modelling in the home and mu-
seum settings. Sotto Voce [2] was designed to accommodate a group of users in
a museum tour, but did not include adaptation as a requirement. Kay, Lum,
and Niu [4] presented a scenario on how a scrutably adaptive museum guide
may deliver personalised information to each pupil in a school group, which in
turn stimulates after-visit group discussions. PEACH is perhaps one of the most
ambitious projects in museum research. They discuss issues of how to adapt the
information to a small user group. For example, Kruppa [8] explores aspects of
providing some common information to the group on a large display and some
personalised information on a hand-held display.

Adaptation in homes has involved customisation to the inhabitants as a
whole. Voida and Mynatt’s [11] experiment on probing families’ values reveals
a possible approach to designing an information adaptive environment. On the
other end of scale, the Casablanca project has designed several prototypes for the
home, stressing social communications between family members [12]. Although
the devices facilitate communication within the family, it does not provide adap-
tation for each family member.
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3 Challenges in Group Modelling

We describe three of the basic approaches to combining individual user models.
Then we describe approaches to enhance reasoning about a collection of individ-
ual models in the very likely case that different aspects of people are modelled
in the different user models. We need to reconcile these differences to make a
more complete and effective group model. We begin by introducing an example.
Table 1 lists four hypothetical people’s individual user models of preferences on
entertainment, which will be referred in the rest of the section. A tick (

√
) indi-

cates a positive preference, an X means a negative preference, and a blank space
represents an unknown preference. So, for example UMA models person A, who
likes Horror movies, Documentaries, and Musicals, but it does not model the
person’s preferences for Cartoons or Jazz.

UMA UMB UMC UMD

Horror movies
√ √

Documentaries
√

Musicals
√ √

X

Cartoons
√

Jazz
√

Table 1. Exemplary Individual Models

Common Sub-models

This is probably the simplest way of combining individual models; it simply
involves grouping the properties (or preferences) that all individual models share.
We call this a common sub-model. For example, when two people, represented
by UMA and UMB in Table 1 respectively, would like to find a show or movie
to watch, this approach would suggest a musical. This approach is essentially a
logical AND over the individual models to create the group model.

Collective Models

Unfortunately, a common sub-model often may not provide enough information
to compose an adequate group model. In this case, some collective properties
have to be chosen to complement the common sub-model. An obvious approach
is to perform an operation like a logical OR on the set of individual models to
form the group model. We call this process collective modelling. Sensibly, the
properties that are of the interest to a majority of the group are preferred.

Now take UMA, UMB , and UMC from Table 1 as an example. While there is
no one common preference between the three subjects, horror movies and musi-
cals both have two votes. The person with UMC , however, explicitly expresses a
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negative preference against Musicals. As a result, a movie with a horror theme
may be a more satisfying choice for this group.

Group Interaction Models

The two above approaches are extremely simple-minded. They totally neglect
the fact that people react to others in the group. An alternative approach to
collective modelling is to account for group composition and social interaction
within the group members, which we name group interaction modelling. This
opens up a wide variety of possibilities and has been a popular research field in
group modelling in the past few years. For example, a few group decision strate-
gies discussed in [6], such as the Average Without Misery Strategy, the Fairness
Strategy, and the Dictatorship, address group interaction between a group of TV
viewers. Those strategies require the group members to have numerical ratings
for each property, which represents a TV program in this case.

Another interesting approach that uses the group interaction modelling from
a different perspective is the INTRIGUE project [9] reviewed in Section 2. It
proposed to partition a user group into a number of homogeneous subgroups.
Each subgroup had different influential power on the decision making process,
and the power might be caused by the size of the subgroup and the class of the
subgroup members.

Again, use UMA, UMB , and UMC from Table 1 as an example. While a
horror movie may be a best selection using collective modelling, the decision
may well be altered if the person represented by UMB is a 10-year-old child.
Because of the adequacy problem, a musical may be chosen despite the subject
with UMC has a negative preference, or either a documentary or a cartoon movie
may be chosen under some other group decision strategies.

Knowledge-based Reasoning

The above approaches rely upon the existence of common components in the
user models; expressed differently, this means they require that the different user
models have a common vocabulary. Where this is not the case, we need inference
mechanisms to overcome the problem. This section briefly outlines some of the
important forms that this will take.

Figure 1 shows an example of two individual user models. Each circle denotes
the user model namespace; it represents all the components modelled. Some of
these may not yet be known. For example, UM1 models user preferences for Tea,
Cheese, and Jam, but not Wine. The intersection of the two circles represents
the group model between the two individual models. A black dot is a positive
preference of a property (e.g. Tea in UM1). A white dot is a negative preference
of a property (e.g. Jam in UM2). In the case where a component is at one user
model but not the other (e.g. Wine in UM2), it means the component is only
modelled in that user model.
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Fig. 1. Exemplary User Models

Common sense reasoning– This is an important part of making sensible
assessments about people. We have already alluded to one example of this,
in the case of a group which includes adults and children choosing a TV
show. It is common sense that the adults will ensure that the children’s
needs are given priority and adults would expect to watch child-appropriate
programs.
Figure 2 gives an example of how the graph would look after applying com-
mon sense reasoning to Figure 1. If person 1, represented by UM1, is a child,
he or she normally is not allowed to drink wine, regardless whether he or she
likes it or not. So the preference for wine is negative when those two people
spend time together.

Fig. 2. Applying Common Sense Reasoning

Stereotypic reasoning – Stereotypic reasoning is an important form of user
modelling inference that uses statistically valid generalisations to quickly
start up a user model [13]. It uses a trigger, in the form of simple, readily
available information to make a large number of low quality default infer-
ences; they should be overridden once more reliable evidence is available.
To give an example of stereotype, if a person is known to be a university
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professor, it may be suggested that he or she is intellectual, well-educated,
fairly wealthy, honest, male, over forty, and well travelled.
This reasoning may also be applied on groups to explore more similarities
among a group of people. Say, a group of three people, represented by UMA,
UMB , and UMD from Table 1, would like to settle on something to do
during a weekend. Note that there is little information about the person
with model UMD. Suppose, we have stereotypic knowledge that people who
like jazz typically like musicals and horror movies. In this case, a musical
may be recommended as the social activity between the three people.

Fig. 3. Applying Stereotypic Reasoning

As a graphical example, Figure 3 illustrates how the example shown in Fig-
ure 1 would be after applying stereotypic reasoning. Suppose one of the
stereotypes infers that people who like coffee also like tea. This stereotype
infers that person 2, who likes coffee, also likes tea. Hence the positive pref-
erence of tea for the group model.

Ontological reasoning – Another important form of reasoning for user mod-
elling is ontologically-based. This is important for determining relationships
between vocabularies, hence establishing connections across the user models
of different individuals. Figure 4 exemplifies the use of an ontology to reason
the user models in Figure 1. Person 1 likes all cheese, and person 2 likes the
Edam cheese. Hence it is likely that person 1 will like Edam cheese.

Fig. 4. Applying Ontological Reasoning
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4 Proposed System Architecture

Figure 5 illustrates the envisioned architecture for the Group Modeller. We now
describe the approaches and tools we propose to use in order to realise it.

Fig. 5. Envisioned System Architecture

User Modelling Server

The personalisation of information delivery is powered by the user model. Ac-
tions by the user are stored in the user model as evidence. The evidence may
range from the duration of time the user has spent viewing or interacting with a
particular museum exhibit to the history of exhibits he or she has visited. Based
on this evidence the system can draw conclusions about user preferences and
from this, tailor the delivery of information.

The user modelling server Personis [14] allows adaptive systems to easily
manage evidence for user models, and provide a resolution system to conclude
a value of each user model component based on this evidence. These resolvers
are crafted by the system designers with scrutability in mind. At any time, users
should be able to ask the system why an adaptation was performed, and the
system should respond with the evidence that lead to the adaptation. With this
in mind, the same resolvers can be accessed by different devices, with the results
tailored at the device level to be appropriate to the interface. These properties
also make Personis a suitable candidate for modelling groups. We simply need to
establish suitable approaches for the new resolvers that will reason about groups,
rather than just individuals.
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Ontological Reasoning

We propose to model this knowledge with a light-weight ontology. MECUREO
[15] is one such tool to fit this task. It was originally designed to create an
ontology of computer science terms from the Free On-Line Dictionary Of Com-
puting (FOLDOC) and has since been used in several experimental systems,
using various dictionaries/glossaries.

Stereotypic Reasoning

In the Personis approach, this is managed by a knowledge source that provides
evidence. That evidence is distinguished as stereotypic, and resolvers treat this as
less reliable than other forms of evidence. We envisage that the Group Modeller
would need to establish which components in the various individual user models
need additional evidence. Backward chaining through stereotypes could be used
to search for suitable stereotypes to support reasoning about these for the group.

Adaptive Hypertext

We have been developing a version of the Scrutable Adaptive Hypertext system
[16] that integrates the Personis user modelling server. The web-based interface,
adaptability, and controls for scrutability make it a suitable medium for the
system described above. Each page is tailored to the user(s). Whole pages may
be omitted. At any time the user may choose to see how the page currently viewed
is adapted to her or him. The text being included or excluded is highlighted with
different colours. By moving the mouse cursor over each section of the highlighted
text, the reason for inclusion or exclusion is provided. A basic description of the
user model is also displayed to the right of each page.

5 Conclusions

There are many situations where information should be delivered to a group of
users. This requires that we manage group models. We have explored some of
the issues involved in doing this, identified some approaches that should be part
of a Group Modeller and presented the architecture of an experimental system
that will be a testbed for group modelling.
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Abstract. Personalization of keyword searches has attracted interest in the re-
search community as a means to decrease search ambiguity and return results 
that are more bound to be interesting to a particular user.  We describe a term-
based user profile that treats query disambiguation and personalization as a uni-
form term rewriting process. Its key feature is the representation of connections 
between terms based on possible rewritings between them on a per user basis. 
We present a query-rewriting algorithm for such query disambiguation based on 
the proposed profiles. Preliminary experimental results show the potential of 
the overall approach. 

1   Introduction 

Traditionally, search engines are deterministic in that they should return the same set 
of documents to all users with the same query at a certain time. Therefore, it is inher-
ent that search engines are not designed to adapt to personal preferences. This deter-
ministic behavior is desired in order to provide the users with the same view of infor-
mation; however, in the context of the World Wide Web, it often hinders users from 
locating relevant information. There are several aspects to the problem. First is the 
problem of abundant information made available to a wide spectrum of users with 
possibly different information needs. Only a fragment of this information is useful to a 
single user. Typically, only top results of a search are browsed by a user. If interesting 
information is not found there, a new query may be submitted or the task may be 
abandoned. A second related problem is that users typically issue poorly defined que-
ries of very few terms. For example, for the query "java programming", a user may 
be interested in tutorials, while another may be interested in source code. This ambi-
guity in the query is further amplified by the existence of synonyms and homonyms. 
Synonyms are two words that are spelt differently but have the same meaning. Homo-
nyms are words that are spelt the same but have different meanings. For example, for 
the query "apple", some users may be interested in documents dealing with "apple"
as "fruit", while other users may want documents related to Apple computers. Con-
sequently, without prior knowledge, there is no way for the search engine to predict 
user interest from simple text based queries.  

The above situation gave rise to the idea of personalized search. In particular, stor-
ing user preferences in user profiles gives a system the opportunity to return more 
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focused personalized (and hopefully smaller) answers. The general architecture of a 
personalized search system is depicted in Fig. 1.  

Fig. 1. Architecture of a Personalized Search System 

The system keeps a repository of user information (User Profiles) that is either in-
serted explicitly by the user or collected implicitly by monitoring user interaction with 
the system (User Profiling). The user interacts with the digital library through a User
Interaction component, issuing keyword queries (Q) and then browsing the content 
retrieved (R). A query may not represent a unique information need, resulting in gen-
eration of many irrelevant answers. For example, a user searching for information on 
the Java programming language may submit the query "Java". The search personal-
ization module may be on top of a traditional search engine or may be integrated into 
it. The primary ways to personalize a search for an active searcher are query disam-
biguation and results ranking. Query disambiguation is typically performed by adding 
more terms in a query (query augmentation). For example, information that one usu-
ally asks about "programming" may be recorded. As a result, the query "Java pro-

gramming", which is closer to the actual user information need, is produced. Results 
ranking comprises re-ordering results returned by the underlying search engine based 
on user preferences. For example, instead of modifying the initial user query, the in-
formation about "programming" may be used to place results regarding "Java pro-

gramming" on top of the results returned. 

Contributions. Our work concerns keyword searches over unstructured data. We 
provide a term-based user profile that treats personalization and query disambiguation 
as a unified term rewriting process (Section 3). Its unique feature is the representation 
of connections between terms expressing possible rewritings between them. Based on 
this kind of user profile, we describe a query rewriting algorithm for query 
disambiguation and personalization (Section 4). Furthermore, results may be ranked 
based on the proposed user profile. Our framework is independent of the underlying 
search engine and of the profiling method employed (of course, user profiling 
effectiveness is an important ingredient for the success of a personalized system). 
Section 5 provides an overview of a prototype system implementing the proposed 
framework and discusses user profiling and implementation of searching using Google 
as the underlying search engine. Experimental results show the potential of the 
proposed framework. 
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2   Related Work 

Relationships of our work with previous research efforts are sketched below: 

Information Retrieval and Filtering. Traditional Information Retrieval systems return 
the same results to all users issuing the same query [12]. Query disambiguation tech-
niques are used in many of these systems. However, most of them aim to discover 
corpus-wide word relationships based on co-occurrence analysis of a whole collection 
(e.g., term clustering [15], similarity thesauri [11]) and they do not take into account 
how a person perceives word relationships. Information filtering systems employ 
content-based and/or collaborative filtering methods to return items interesting to a 
specific user according to a profile capturing long-term user interests [1, 2, 4, 7, 17]. 

Personalized Searches. Recently Personalized Search systems have emerged. Recall 
that the primary ways to personalize a search are query augmentation and results rank-
ing. Most current approaches deal with results ranking. For example, Casper [14] 
ranks jobs returned to a user based on a user profile that specifies job cases previously 
ranked by the user. Inquirus [6] uses profiles that contain preferences about source 
selection and results ranking as well as terms from a predefined set that may be in-
serted to a query. METIORE [3] sorts an answer in the order of user preferences, 
giving the most interesting solution at the beginning. Their approach of personaliza-
tion is based on the concept of objective. The user specifies a search objective for 
every new session. The result of the ranking algorithm is the degree of relevance of an 
object to the present objective of a user. Persona [16] re-ranks results returned by the 
underlying search engine based on adapted gradient ascent HITS. [9] presents results 
for each query under appropriate categories deduced from profiles stored. We differ 
from these approaches in that we employ user profiles to personalize a user search 
either at the level of results ranking or at the level of query augmentation. Outride [10] 
also performs query augmentation. Personalization based on query modification has 
been also proposed for structured queries over database systems [8]. 

User Modeling. User modeling refers to representation of user characteristics. In in-
formation filtering systems, common user profile representations are borrowed from 
Information Retrieval and include Boolean, vector-space, and inference models [4, 
17]. Outride [10] employs user profiles based upon the ontology of the Open Direc-
tory Project (ODP), where each user has his own weighting across the top 1000 cate-
gories. In [9], a user profile consists of a set of ODP categories and for each category, 
a set of terms (keywords) with weights. The weight of a term in a category reflects the 
significance of the term in representing the user's interest in that category. In [3], for 
each objective all the documents evaluated are kept along with their evaluation. Each 
document has some representative features (keywords, author, year, etc…). These 
inherit the evaluation of the document that contains them. In Persona, the user profile 
is essentially a mapping of contexts to sets of ODP nodes [16]. A context is defined as 
a user query. We differ from the aforementioned approaches in that we provide a 
finer-grained user model which contains weighted terms and connections between 
them that represent term rewriting operations rather than semantic relations. Different 
users may have different profiles that do not adhere to some generally accepted con-
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cept hierarchy. We believe that the main advantage of our approach is that we can 
model a user more precisely using terms and term associations that are useful to him. 
Moreover, this model permits the implementation of both query disambiguation and 
personalization as a unified process, based on a user profile that records what kind of 
operations should be performed in order to disambiguate and personalize a user query. 

User Profiling. An important building block of a personalization approach is the col-
lection of information about the user to generate a profile (based on the user model). 
User profiles for information filtering or personalized search are built either manually 
[6] or with the help of learning techniques [3, 9]. However, the latter typically build 
profiles consisting of one or more flat term vectors, while the user profile described in 
this paper is more complex. We describe a simple incremental algorithm for construct-
ing such structured profiles, which we have used in order to evaluate the potential of 
the approach proposed. 

3   User Profiles 

We consider queries that are formulated as combinations of terms with the use of 
logical operators. A term may be a word, e.g., "Java", or a phrase, e.g., "Artifi-
cial Intelligence". We use t1, t2, … to denote terms. Logical operators include 
AND, OR, NOT1 with their typical semantics. Whenever the operator among keywords is 
omitted, most search engines consider the logical-AND as the default operator. Exam-
ples of queries considered are the following: 

"Java AND programming"
"geological AND phenomenon"

Parentheses are used to allow nesting of operators and formulation of complex que-
ries. For example: 

"geological AND (phenomenon OR formation) "
In practice, it has been observed that queries contain very few terms (one or two). 

That is why searches are often very ineffective. Given a user query, such as "Java", 
query terms may be combined with other terms through logical operators to produce a 
query, such as "Java AND programming AND ZPress editions", which is less 
ambiguous and represents user preferences. In this case, disambiguation and personal-
ization of a query may be both viewed as two sides of the same coin, i.e. as a unified 
term-rewriting process. Hence, we propose a term-based user profile that represents 
connections between terms based on possible rewritings between them. Modification 
of a user query is dictated by the user profile. In particular, we model the profile of 
each user as a directed graph G(V, E) (V is the set of nodes and E is the set of edges) 
with the following characteristics:  
• Nodes in V represent terms. The set of terms may be formed based on users’ past 

interaction histories, ontologies, etc. A weight may be assigned to a term, indicating 
a user’s interest in it. Weights are real numbers in the range [0, 1], where a value of 
1 indicates extreme interest, a value of 0 indicates lack of interest, and any inter-

                                                          
1 Most search engines interpret this binary operator as equivalent to AND NOT.  

PIA 2005 47



mediate value indicates an intermediate level of interest for the term on the part of 
the user. Node weights may be used for ranking of results. 

• Edges in E represent connections between terms. An edge from term ti to term tj
may be associated with a specific logical operator and expresses a possible rewrit-
ing of ti using tj. More specifically, E=C ∪ D ∪ N ∪ S, where: 
− C is a set of conjunction edges. A conjunction edge ti�tj indicates that ti is

rewritten as ti AND tj.
− D is a set of disjunction edges. A disjunction edge ti�tj indicates that ti is

rewritten as ti OR tj.
− N is a set of negation edges. A negation edge ti�tj indicates that ti is rewrit-

ten as ti NOT tj.
− S is a set of substitution edges. A substitution edge ti�tj indicates that ti is

replaced by tj. This operation is useful for dealing with cases of term misuse.  
Table 1 summarizes the edge types, their semantics, and graphical representation. 

Table 1. Different edge types and their semantics 

Edge Type Semantics Notation 

conjunction Given ti, consider ti AND tj

disjunction Given ti, consider ti OR tj

negation Given ti, consider ti NOT tj

substitution Given ti, consider ti

A weight may be assigned to each edge expressing the significance of the specific 
rewriting of the term for disambiguation/personalization of a query containing it. As 
with nodes, weights are real numbers in the range [0, 1] with the corresponding inter-
pretation. Fig. 2 provides an example for each edge type. Edge weights are tagged to 
the edges. Nodes and edges with a weight equal to zero are not stored in a profile. 

Fig. 2. Examples of edge types between terms 

An example user profile is depicted in the graph of Fig. 3. Note that this may be a 
disconnected graph with components corresponding to unrelated user information 
needs. For example, in Fig. 3, user interests include background images and Java 
programming which are unrelated to each other. On the other hand, a connected graph 
component may capture more than one user need. Based on the profile of Fig. 3, user 
needs include Java programming as well as database systems, which are connected. 

In general, for a pair of nodes ti and tj, there may be at most one edge ti�tj
whose type would capture the rewriting that best reflects the typical conception of ti
with respect to tj by the user. On the other hand, both ti�tj and tj�ti may exist. 
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For example, Fig. 3 depicts that "Java" is connected to "programming" and "pro-
gramming" is connected to "Java". The weights of these rewritings, however, are not 
the same, since "programming" is also connected to "C". 

In addition to immediate term rewriting expressed by an explicit directed edge 
ti�tj, term rewriting may also be defined transitively by a set of adjacent edges 
connecting ti to tj through intermediary nodes in the profile graph. In that case, ti
may be rewritten using tj by successively applying the rewritings expressed in the 
edges. The weight of a transitive rewriting is calculated as a function of the weights of 
the edges on the corresponding path. Specifically, if DN is the set of weights along the 
path, then the transitive weight is expressed as a function ƒT(DN). In principle, one 
may conceive of different functions that may play this role. Based on human intuition 
and cognitive evidence [13], these should satisfy the following basic condition:  

ƒT(DN) ≤ min(DN) (1)

In our prototype, we used multiplication of weights for ƒT. For example, for the 
profile shown in Fig. 3, the weight of the transitive rewriting of "Java" using "data-
base systems" is 0.9*0.5=0.45. Another possible function is the minimum of 
weights. For the same example, the corresponding transitive weight would be 0.5.

Fig. 3. Example user profile 

It should be pointed out that not all graphs with the above characteristics map to 
valid profiles. For example, between two terms there cannot be substitution edges in 
both directions. In addition, when constructing a profile, it must be determined which 
terms are connected with edges and which terms are connected through other terms.  

A separate profile as described above must be kept for each individual user of a 
system. Moreover, its overall design is quite general, so it can capture in exactly the 
same way profiles of groups of users as well but this is out of the scope of this paper. 

4   Query Disambiguation  

Based on the above, disambiguation and personalization of a user search are viewed 
as a unified query modification process, consisting of term-rewriting operations dic-
tated by the user profile. An algorithm for this purpose is presented in Fig. 4, and is 
called QDP (Query Disambiguation and Personalization). The algorithm takes as 
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inputs a user query Q, a user profile U and a criterion CXT and produces a single modi-
fied query Q’. The criterion CXT establishes the query context, i.e. it specifies which 
terms of U, connected (directly or transitively) to terms included in Q, influence the 
original user query and, should therefore be considered in query modification. Exam-
ples of possible criteria are the following: 
− The transitive weight of any path connecting a new term tj to the query Q should 

be greater than a threshold T.
− The number of edges of any path connecting a new term tj to the query Q should 

be less than a threshold T.
For example, for the query "database systems" and the profile of Fig. 3, con-

sider the first criterion with a threshold T=0.6. Then, the terms "CompanyA" and 
"CompanyB" are the only ones considered within the query context. Criteria may be 
manually specified by an expert or automatically configured by the system. 

The algorithm is based on a best-first traversal of the graph representing the user 
profile. The basic idea is to gradually modify the query by considering, in each round, 
terms from the profile that are connected to those already in the query. The algorithm 
stops when there are no terms in the context of the original query to be used for further 
query refinement. 

QDP algorithm
Input: Query Q, User Profile U, Query-Context Criterion CXT

/*CXT(tj,Q)=TRUE then tj is in the context of Q */
Output: Modified query Q’

Begin
Q’=Q
Pick (ti�tj)⇒U s.t.:
ti⇒Q’, tj⇓Q’, ti�tj has max. weight among rewritings of Q’

While CXT(tj,Q)=TRUE
Replace ti⇒Q’ with the result of rewriting (ti�tj)
Pick (ti�tj)⇒U s.t.:
ti⇒Q’ and ti�tj has max. weight among rewritings of Q’

End

Fig. 4. Outline of QDP algorithm for personalization 

More specifically, the original query is mapped to the user graph. Any query term 
not mapped to a node in the profile is not affected by the algorithm. In each round, a 
term ti from the current version of Q’ is selected provided that there is an edge 
ti�tj stored in the profile with the greatest weight among all possible rewritings of 
any term in Q’ such that tj is within the context of the original query according to
criterion CXT and is not already included in Q’. Query modification stops when there 
are no terms in the context of the original query that can be integrated into it. Fig. 5 
illustrates successive transformations of a query for the profile illustrated in Fig. 3 
using this algorithm with a threshold T=0.8. A slightly different version of QDP is 
employed if there are more than one possible rewritings of a specific term, such as 
"Java" connecting to "programming" and "island". In this case, the algorithm may 
return a set of queries. Depending on the personalization philosophy adopted by the 
system, the user may be provided with this set in order to choose which one better 
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represents their current need, or, with the top-ranking results returned by each query. 
Details are omitted due to space considerations. 

Fig. 5. Execution of QDP using a query "Java", the example profile and a threshold T=0.8.

5   Implementation 

In this section, we provide an overview of the prototype system that we have built 
following the architecture of Fig. 1 and the proposed framework. We have built this 
system on top of an existing search engine (Google).  

Search Interface. We have used the Google Web API service, a beta web program 
that enables developers to find and manipulate information on the web [18]. A person-
alized query, output by QDP, is translated into the appropriate syntax format expected 
by Google based on certain rules. For example, search for complete phrases is per-
formed by enclosing them in quotation marks. A word is excluded from the search 
(due to a NOT operator dictated by the profile) by placing a minus sign immediately in 
front of it. Results by Google are displayed to the user. We are implementing a mod-
ule that re-ranks results based on term weights stored in the user profile. 

User Profiling. We implemented a simple incremental algorithm for construction of 
profiles based on the user model presented with the purpose of evaluating the potential 
of the user model and of the query modification process. We only sketch it here. It
builds profiles with no negations based on user feedback and one-keyword queries. 

When a user is presented with the results of a search, he may mark relevant docu-
ments. These are used as input to the profile construction algorithm which builds a 
sub-graph whose structure depends on the documents input as well as the number of 
them. The algorithm proceeds in three steps. First, document analysis is applied. Each 
document is mapped to a list of {word, number of word occurrences} pairs. 
Then, these lists and the initial query are used to construct a sub-graph. Initially, this 
sub-graph consists of one node corresponding to the query term. The algorithm gradu-
ally builds the sub-graph by adding nodes mapping (groups of) words encountered in 
the input document lists. Two or more words are treated as one group if the algorithm 
cannot decide on the number and type of edges to be used to connect them if these 
words are mapped to separate nodes. Rules for creation of edges include:  

The query term and a group of words co-exist in a given list ⇒

A conjunction edge is created between the respective nodes
The query term does not exist in a given list ⇒

A disjunction edge is created between the query node and the node(s) map-
ping the words of this list.
The query term does not exist in any given list ⇒

A substitution edge is created between its respective node and the node(s)
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mapping the words of the lists.

At the end of this step, nodes in the sub-graph represent terms and edges represent 
term rewritings. Finally, the algorithm merges the sub-graph produced in the previous 
step into the user’s profile and assigns node and edge weights. If the user profile is 
empty, or has no similar nodes with the sub-graph, then the latter is simply added as a 
disconnected graph into the former. Similar nodes are those sharing common words, 
such as nodes {t1} and {t1, t2}. If the profile and the sub-graph have similar nodes, 
then they are merged. Merging preserves finer-grained structure which may already 
exist in the profile or dictated by the connections in the sub-graph. Each node of the 
profile that is new or has been affected by the merging is assigned the minimum of 
weights of the words mapped to it. The weight wt of a word is given by the formula: 

wt = ft*(Nt/N) (2)

Nt: the number of past and current documents containing the word; N: the total 
number of documents of sets containing at least one document with this word; ft: the 
number of the word’s past and current occurrences to the total number of words of sets 
where the word exists. An edge is assigned a weight we with a value equal to: 

we = (Ne/N’) (3)

Ne: the number of past and current documents containing associated words; N’: the 
total number of documents of sets with at least one document including these words. 

Experimental Results. We have conducted experiments with ten users. Since the un-
derlying engine is Google, our dataset is the Web. Each user was assigned three search 
tasks, such as finding an appropriate car rental, identifying the latest in fashion, and so 
forth, as well as allowed to consider two tasks of their own. The goal of a search task 
was to find at least two interesting and relevant resources. Each user had two sessions 
with the system. During the first one, no modification of user queries took place. The 
user could resubmit a query until the goal of a task was satisfied. In addition, users 
submitted feedback by marking relevant documents. This information was used by the 
profiling method. During the second phase, which took place three weeks after the 
first one, personalization was activated using the profiles built during the first session. 
As the main measure of effectiveness of our approach we have used the task comple-
tion time. On the average, participants satisfied their needs significantly faster when 
personalization was in effect rather than when queries were executed in their original 
form. Specifically, the average gain in time was equal to 29%. In addition, there was 
an increase in the number of relevant documents found among the top 20 results re-
turned by the search engine when personalization was applied. In some cases, when 
the initial user query had been extremely ambiguous, improvement was over 50% (i.e. 
over half of the top 20 results have been replaced by more relevant matches). 

6   Conclusions and Future Work 

In this paper, we have described a high-level architecture of a system for personalized 
searches. We have described a term-based graph-form user profile that allows thinking 
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of query disambiguation and personalization as a unified term rewriting process. It 
interprets connections between terms as possible rewritings between them. Based on 
this kind of profile, we have provided a query-rewriting algorithm for query disam-
biguation and personalization. We have described a prototype system and presented 
promising results regarding the potential of the proposed framework.  

We are currently elaborating the prototype system. We are working on the ranking 
module, and on a more elaborate user profiling algorithm capable of handling nega-
tions and initial queries with more than one term. We are also interested in developing 
a mechanism for user profile validation and in more extensive experiments.  
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Abstract. The paper presents an approach to personalisation of structured 
information spaces that builds around a set of services. Structured information 
representation is increasingly being used to improve the organisation, search, 
and analysis of information spaces provided on the Web and is very popular in 
digital libraries, classification-based search engines, information directories, 
and subject gateways. In a service-oriented approach, the application 
behaviours contained in the various systems are defined as services which are 
“open” and can be consumed by other applications. The paper identifies 
relevant personalisation services, discusses their expected behaviours, and 
explores the dimensions of individual differences that should be included in a 
user model specification to meet personalisation services requirements and 
create personalised information access.  

1   Introduction 

The concept of information spaces on the Internet spans over various domains, such as 
hypertext documents, digital libraries, subject gateways, web directories, newsgroups 
and mailing lists [6]. The diversity, organizational heterogeneity, immense size and 
dynamic expansion that characterize Web information spaces have made information 
searching, navigation and browsing quite challenging tasks: (i) some information 
spaces are not clearly delimited; (ii) users’ abilities can vary greatly and their level of 
domain understanding may grow differently during interaction as it depends on their 
knowledge background and expertise; (iii) sometimes information services have been 
developed by content providers without enough thought given to interface design 
considerations, information presentation and organization; (iv) users may be affected 
by errors and omissions that were made during construction of the space, as they may 
experience situations like not being able to locate the information they need or “being 
misled” when browsing through the search results or the information categories.. 

This paper focuses on information spaces that adopt a structured information 
representation approach. In a highly structured virtual information space, all 
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information related to the same topic can be found under the same subcategory. Pieces 
of information that relate to multiple topics will appear under several distinct 
subcategories. Most of existing structured information spaces comprise a structure for 
the organisation of the content, metadata descriptions regarding the semantics of the 
content and their access properties [28]. In a structured information space 
personalisation can exploit user metadata and resources metadata. A personalised 
view of the information space can be created by matching user model attributes with 
resources attributes. This matching process can be also considered as an inference 
mechanism, such as those based on rules, to determine whether a service is 
recommended, identify relevant resources or support user navigation thought the 
content by generating tailored navigation paths.  

Integration of adaptation techniques in existing systems is considered the next 
challenging step in the evolution of personalised services. To this end, several 
approaches have been proposed so far, such as those explored in the context of web-
based instructional systems [2], e.g. standard-based reusability, resource discovery 
architectures and semantic web technologies for learning [7]. Towards this direction 
this paper adopts a service-oriented approach, [32], as a common framework to 
personalise the access in an integrated information space. This approach facilitates the 
integration of commercial, in-house and open source components and applications 
within organisations and regional federations by agreeing upon common service 
definitions, behaviours, data and user models, and protocols. The rest of the paper 
discusses a subset of these issues: the next section identifies and defines 
personalisation services for information spaces. Then aspects of the user are 
considered and data models for user profiling are discussed to support these 
personalisation services. The paper ends with discussion and future work. 

2   Service-oriented Approach for Personalised Information Spaces  

Service-oriented approaches provide several benefits, such as support for planning 
technical and interoperability specifications and standards development, enable 
alignment with business processes and support business models, offer flexibility to 
accommodate evolving organisational requirements, provide a flexible and modular 
technology base, make information sharing of applications simpler and allow 
collaborative organisations to deploy applications that meet their common needs.  

Service-oriented approaches for personalisation allow the development of modular 
and flexible personalised systems, [1], where the components can be added, removed 
or replaced more easily than in traditional models of adaptive hypermedia systems, 
and where new applications or systems can be composed from collections of available 
services. They also enable faster deployment of personalisation technologies as long 
as the needs of new components are compatible with the existing component 
interfaces. This approach is different from integrating directly at the user interface 
level (e.g. by using portals) or at the data level (e.g. by creating large datasets or data 
warehouses). For example, a student record system may provide services for 
enrolment and registration processes which can also be used by an cross institutional 
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library system to allow registered students to access online course materials and 
related information resources to collaborating institutions. Another example is a 
personalised recommendation service that can be utilised by a variety of applications 
to recommend web content, learning objects to study in a virtual learning 
environment, or learning opportunities in a professional/personal development system. 

A service-based architecture may provide personalisation on the basis of well 
defined service behaviours and interfaces and allows various open specifications, open 
source toolkits and standards to be used in implementing the services. From the 
functional definition and scope of a specific service an abstract model of behaviour 
and data can be developed, which describe the expected behaviour of a realisation of 
this service and the data model (e.g. using XML) it deals with or exchanges. A service 
can be realised in a number of ways, such as a Web service (e.g. using WSDL) and 
Application Programming Interfaces for particular programming languages. The 
various services interact to provide the complete functionality [1]. 

Taxonomy
mappings 

User Profile
Descriptions

Digital 
Objects 

Structure and 
Semantic 

Descriptions

Access Service

Usage data 

Rating 

Common Services 

Personalisation Services 

Retrieval View 

Resource 
Management 

Query 

User Model 
Management 

Long Term User 
Behaviour 

User Activity 
Management 

Tracking/Change 
Detection 

Navigation 
Support 

Recommendation

Short Term User 
Behaviour 

User Registration Objects 
Registration 

Service 
Registration 

Federated Search

Metadata 
Registration 

Authentication Authorization Information/ 
Communication 

Library 

Interface 

Learning 
Environment 

Subject Gateway Information 
Directory/Portal 

Fig. 1. A set of identified services for personalised access. 

The model of Fig. 1 shows a proposed set of fundamental services for structured 
information spaces. The services are organised into logical groups but no explicit 
association among service functional definitions is implied. The “Personalisation” 
group identifies services that can be used to support functionalities for personalisation 
of the integrated information space (see Table 1). For example, a Retrieval service 
may provide personalised information seeking by allowing users to browse digital 
objects or conduct augmented keyword-based searching. This type of functionality 
may exploit taxonomies descriptions or metadata properties of the objects as well as 
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user profile elements, such as goals, preferences, cognitive style etc. A service that 
monitors user Long Term Behaviour can collect user’s general preferences so that 
decisions can be made for the presentation, layout and content of the pages he/she 
visits. This can be used for example to map digital objects and activities against 
specific competencies, and allow applications, such as a simple portal (see top level of 
Fig. 1), to automatically configure themselves for particular user(s) as well as to 
alleviate manual entering of user preferences into multiple application interfaces, such 
as portal, library, learning environment etc. 

Personalisation 
Service Expected functionality 

Rating Support for the use of secondary metadata (user ratings and text 
annotations) for resources. 

Retrieval Browsing though the digital objects based on taxonomies descriptions.  

View Generate personalised views over the digital objects and schemata. 

Query Provide query facilities over structured and semantic descriptions.  

Recommendation Recommend information content based on application-specific user 
history and behaviour, and metadata descriptions. 

Navigation 
Support

Support navigation though the information space.

Resource 
Management 

Automatically determine information about appropriate search terms 
and the structure of metadata records that will be returned to them; 
support retrieval, description, and organisations of resources. 

Long Term User 
Behaviour 

Support the mapping of digital objects and activities against specific 
competencies; persistent between sessions.  

User Model 
Management 

Support the management of individual and group user models. Includes 
policies for updating and registering user models.  

User Activity 
Management 

Initialise services with user preferences information.  

Tracking/Change 
Detection 

Track/detect changes in the objects descriptions/metadata as well as in 
the user model specifications; may call other services to translate 
changes from one schema to another as well as other access services.  

Short Term User 
Behaviour 

Collects information about user model attributes that correlate with 
functions of the application and the behaviour of the user. 

Table 1. Overview of personalisation services for information access. 

The “Common Services” group identifies services that may be common across 
different application domains; e.g. a Search service that supports finding information 
resources either using a simple query grammar or multiple search types (when search 
results are collected from across multiple types of search then a Federated Search 
service is used). 
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3   User aspects and User Data Models for Personalisation 

Personalised access to information is offered on the basis of “understanding” the user. 
Users seeking for information increasingly need support in order to avoid 
disorientation. Particularly when browsing an information space, users may fail to 
develop a holistic understanding of how all the information fits together and as a 
consequence may formulate unsuccessfully their search goals, information needs, and 
miss locating relevant content [29]. Moreover, as virtual spaces tend to be immense, 
dynamic, and fragmented, understanding their organization or the organization of the 
search results may lead to an ongoing learning process for the user.  

Although a variety of data models are available for describing user aspects, such as 
OUNL-EML, PALO, PAPI, IMS-LIP, ARIADNE, there is no standard way to 
represent application-specific user models on the Web [10, 12]. Nevertheless, the 
provision of personalisation services requires creating and updating a user model for 
each user or for each user group, where the dimensions of the different user models 
may differ in their semantic descriptions. Hence we identify below nine dimensions of 
a user data model for structured information spaces. Our choices have been informed 
by suggestions made in [15] and include:  
(i) Personal data, such as gender, age, language, culture, affect the perception of the 

interface layout, and should be taken into account when designing 
personalisation services. For example, the preferences of males and females 
differentiate remarkably in terms of navigation support [4], attitudes [11], 
information seeking strategies [16,31] and media preferences [22]. 

(ii) Cognitive or learning styles refer to a user’s information processing habits and 
have an impact on user’s skills and abilities, such as preferred modes of 
perceiving and processing information, and problem solving [3, 19]. They can 
be used to personalise the navigation support, the presentation and organisation 
of the content and search results. [20].  

(iii) Device information concerns the hardware used for access and affects 
personalisation services in terms of screen layout and bandwidth limitations [5].  

(iv) Context-related data capture the physical environment from where the user is 
accessing the information and can be used to infer the user’s goals [18]. 

(v) User history data capture user past interaction with the system, e.g. visited pages 
that contain pointers to specific keywords [23], or browsing habits [25], and can 
be used under the assumption that users’ future behaviour will be almost similar 
to their past behaviours.  

(vi) User preferences and interests are usually provided in the form of keywords or 
topics of interest for that user [23, 27]. 

(vii) Goal-related data indicate the reason for which that user is searching information 
for that particular session [14, 24]. For example it is not the same to search 
information about China as a tourist or as a student writing a school report.  

(viii) System experience indicates the knowledge of that particular user about the 
information space. For example, system experience may depend on users’ 
familiarity with a digital library features and functionalities [26], or with her 
familiarity with learning environments [21, 30]. It can be used to personalise the 
navigation, the search results or provide intelligent help. 
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(ix) Domain expertise relates to the existing level of understanding of a particular 
user on the domain knowledge. The level of expertise of a user can vary with the 
domain and influences the navigation behaviour [9,17].  

As already mentioned, it is unlikely that all the information required by any 
particular personalised information space can be captured in the elements of a specific 
data models. Models, such as PAPI and IMS-LIP include elements for covering 
dimensions such as user history data and goal-related data but other dimensions of the 
user model may require mixing, adapting and sometimes extending a data model to 
meet specific application requirements for the personalisation functionalities 
[10,12,13]. This has also been considered in the context of semantic web to enable 
semantically enhanced educational systems to provide personalisation services [7,8]. 
Encoding user profiles in RDF provides flexibility to include elements from multiple 
schemata, to enrich them with additional elements, when necessary, and to maintain 
interoperability with other systems [7,8].  
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Fig. 2. A fragment of the user model schema. 

Fig. 2 adopts this approach providing a simplified view of a user model using an 
RDF-like encoding. The schema of Fig. 2 uses elements of the PAPI (Personal and 
Private Information) standard, the IMS (Instructional Management System) metadata 
specification, as well as application-specific elements, such as the Change Detection 
element. Also, the Style element, shown in Fig. 2, provides an example of how 
cognitive styles can be incorporated in the user model schema by extending the PAPI 
shema (or the catalog and entry elements of the IMS schema). The style taxonomy can 
include several cognitive style categorisations, such as Witkin; Honey-Mumford and 
so on; while the descriptor element can take values in the set of field dependent/field 
independent or reflector/theorist/activist/pragmatist respectively. Moreover, the user 
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model may include elements of the eduPerson schema which defines how a subset of 
the user information might be represented in an enterprise directory. Whilst, the IMS 
specification defines application independent structured data models for representing 
various pieces of user information, the eduPerson elements of the user schema allow 
authorised users and services to access information regardless of where or how the 
original information is stored. Not all user model elements are necessary in order to 
implement a given service. 

3   Discussion and Future Work 

The service-oriented approach models an information space on the basis of services, 
which work on data structures/objects, and processes that describe sequences of steps 
and the services and data involved in each step, in order to tailor the information and 
the interface to the needs of the individual. This is visualised as layered software 
architecture in Fig. 3, in an attempt to provide an overview of this approach.  

One key challenge of this approach is defining what components are needed and 
how they should be connected so that they have minimum dependencies in order to be 
recombined for different purposes. (Components can consist of objects, services and 
processes that are related to each other, e.g. a component can organise the operation of 
other components.) Another challenge is identifying what services components should 
offer. (A service can be used to connect one component with another, or as a method 
applied on an object.)  

Personalisation in this context emerges through the aggregation of a set of services 
that implement a personalised function. It can also be materialised by creating, 
managing and storing “personal views” or relationships between information from a 
diverse set of existing applications (see Application delivery layer in Fig. 3). These 
can be tailored to the needs of individual users by combining components (which will 
provide the necessary functionality) and assembling services from a set of components 
to reduce implementation cost. For example, new types of “personal” information 
spaces can be composed, multiple user interfaces or portals, tailored to specific users 
or tasks, can be produced in this way (see Application delivery layer in Fig. 3). This of 
course requires a framework for the user interface, which as shown in Fig. 3 can take 
different forms to that to manage the communication between layers, support 
navigation and content presentation to each user. The user interface is supported by 
Application and Personalisation Services as shown in the Services layer of Fig. 3.  

In general, the Services layer creates the mapping between applications, systems 
and data, and the “service-oriented model”. Two levels of services can be envisaged: 
(i) high-level services include services, processes and objects/data structures that are 
shared across applications, aggregate low level services functionality, manage 
user/application data, define processes, control objects/services etc. For example, a 
personalisation service can translate application functionality into user interface 
features. This may depend on the state of an application and/or previous user activity. 
The personalisation service may behave differently when the user is not authenticated 
(see Common Services in Fig. 1). Certain personalisation services may be offered to 
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the user only when an application is at a particular state or when previously called 
services have performed certain actions. Low level services, such as an authentication 
service, can be considered as general purpose; they do not rely on other services, and 
are standardised across all applications. For example, these may include services for 
object/data registration, communication (cf. Fig. 1). 
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Fig. 3. High level description of generic service-oriented architecture that supports 
various types of personalisation. 

In personalised information spaces this could take different forms: (i) 
personalisation of content, making possible for each user to create a “personal” 
information space that contains only the information that is interesting and relevant to 
that user, (ii) user navigation support though the information space (iii) tailored 
information retrieval, filtering and recommendation, simplifying the process of 
locating and filtering the vast amount of information that a user can access. In our 
future work we are planning to explore in detail several aspects of this approach. 
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Abstract. Algorithms designed to support users in retrieving relevant
information base their relevance computations on user profiles in which
representations of the users’ interests are maintained. A crucial issue is
that users want to retrieve information on the basis of conceptual content,
but words provide unreliable evidence about the content of documents.
This paper explores a possible solution for this kind of problems: the
adoption of supervised machine learning techniques to induce semantic
user profiles from text documents.

1 Introduction

Current search services take a “one fits all” approach, which takes little account
of the user’s individual needs and preferences. Recent developments at the in-
tersection of information retrieval, information filtering, machine learning, user
modeling and natural language processing offer novel solutions for personalized
information access. Most of this work focuses on the use of machine learning
algorithms for the automated induction of a structured model of a user’s inter-
ests, the user profile, from labeled text documents. The keyword approach to
searching suffers from problems of polysemy, the presence of multiple mean-
ings for one word, and synonymy, that stands for multiple words having the
same meaning. The result is that, due to synonymy, relevant information can
be missed if the profile does not contain the exact keywords occurring in the
documents and, due to polysemy, wrong documents could be deemed as rele-
vant. These problems call for alternative methods able to learn semantic profiles
that capture key concepts representing users’ interests from relevant documents.
Semantic profiles will contain references to concepts defined in lexicons or, in
a further step, ontologies. This paper shows how the content-based algorithms
for learning user profiles can be extended using WordNet [1] as a reference lex-
icon in substituting word forms with word meanings into profiles. The paper
is organized as follows: after introducing the task of learning user profiles as a
text categorization problem in Section 2, in Section 3 we present the relevance
feedback approach we adopted to accomplish this task. In Section 4 a strategy
to represent documents and user profiles using WordNet synsets is proposed.
Section 5 describes the experimental evaluation of semantic user profiles, while
some conclusions are drawn in Section 6.
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2 Learning User Profiles as a Text Categorization
Problem

The content-based paradigm for information filtering (IF) is analog to the rel-
evance feedback in information retrieval literature [2], which adapts the query
vector by iteratively absorbing users relevance judgments on newly returned
documents. In the IF paradigm, the tuned query vector is a profile model,
specifying both keywords and their informative power. A new item relevance
is measured by computing a similarity measure between the query vector and
the items feature vector. Machine Learning (ML) techniques are used to gen-
erate a predictive model that, when given a new information item, will predict
whether the new item is likely to be of interest, based on information previously
labeled by the user. The ML techniques generally used are those that are well-
suited for text categorization (TC) [3]. TC is the task of assigning a Boolean
value to each pair 〈dj , ci〉 ∈ D × C, where D is a domain of documents and C
= {c1, . . . , cn} is a set of predefined categories. A value of True assigned to
〈dj , ci〉 indicates a decision to assign ci to dj , while a value of False indicates
the opposite decision. The task is to approximate the unknown target function
Φ : D×C −→ {True, False}, that describes how documents should be classified,
by means of a function Φ′ : D × C −→ {True, False} called the classifier or the
model such that Φ and Φ′ “coincide as much as possible”. In the ML approach to
TC, an inductive process automatically builds a text classifier by learning, from
a set of training documents - documents labeled with the categories they belongs
to - the features of the categories. We consider the problem of learning user pro-
files as a binary TC task: each document has to be classified as interesting or not
with respect to the user preferences. Therefore, the set of categories is restricted
to c+, that represents the positive class (user-likes), and c− the negative one
(user-dislikes). We present a relevance feedback method able to learn profiles for
content-based filtering. The accuracy of the keyword-based profiles inferred by
this method will be compared with advanced semantic user profiles obtained by
the same method using an indexing procedure based on WordNet.

2.1 Documents Representation

The representation that dominates the TC literature is known as bag of words
(BOW). In this approach each feature corresponds to a single word found in
the training set. In our application scenario, items to be suggested to users are
movies. Each movie is represented by a set of slots, where each slot is a textual
field corresponding to a specific feature of the movie: title, cast, director, summary
and keywords. The text in each slot is represented using the BOW model taking
into account the occurrences of words in the original text. Thus, each instance is
represented by five BOWs, one for each slot. This strategy considers separately
the occurrences of a word in the slots in which it appears. The idea behind this
approach is that by considering the number of occurrences separately in each
slot could supply a more effective way to catch the discriminatory power of a
word in a document.
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2.2 Related Works

Content-based systems have been used successfully in various domains.
Syskill & Webert [4] is an agent that learns a user’s interests saved as a user

profile used to identify interesting Web pages. The learning process is conducted
by using algorithms like Bayesian classifiers, a nearest neighbor algorithm and a
decision tree learner. Mooney and Roy [5] adopt a näıve Bayes text classifier in
their LIBRA system, that makes content-based book recommendations exploit-
ing the product descriptions obtained from the Web pages of the Amazon store.
SiteIF [6] is a personal agent that exploits a sense-based representation to build a
model of the user’s interests as a semantic network whose nodes represent senses
(not just words) of the documents requested by the user. Several methods have
been proposed for integrating lexical information to training documents for text
categorization. A study by Rodriguez et al. [7] used WordNet to enhance neural
network learning algorithms. This approach only made use of synonymy and
involved a manual word sense disambiguation step, whereas our approach uses
synonymy and hypernymy and is completely automatic. Scott and Matwin [8]
propose to expand each word in the training set with all the synonyms extracted
from WordNet for it, including those available for each sense in order to avoid
a word sense disambiguation process. This approach has shown a decrease of
effectiveness in the classifier obtained, mostly due to the word ambiguity prob-
lem. Some researches have also applied WordNet to information retrieval tasks.
In [9], it is proposed a retrieval strategy that adapts a classical vector space
based system using synsets as indexing space instead of word forms.

3 A Relevance Feedback Method for User Profiling

In the Rocchio algorithm [10], documents are represented with the vector space
representation and the major heuristic component is the TFIDF (Term Fre-
quency/Inverse Document Frequency) word weighting scheme [2]:

tfidf(tk, dj) = tf(tk, dj)︸ ︷︷ ︸
TF

· log N

ni︸ ︷︷ ︸
IDF

(1)

where N is the total number of documents in the training set and ni is the
number of documents in which the term tk appears. TF (tk, dj) is a function
that computes the frequency of the token tk in the document dj . Learning is
achieved by combining document vectors of positive and negative examples into
a prototype vector −→c for each class in the set of classes C. The method computes
a classifier −→ci = 〈ω1i, . . . , ω|T |i〉 for category ci (T is the vocabulary, that is the
set of distinct terms in the training set) by means of the formula:

ωki = β ·
∑

{dj∈POSi}

ωkj

|POSi| − γ ·
∑

{dj∈NEGi}

ωkj

|NEGi| (2)
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where ωkj is the TFIDF weight of the term tk in document dj , POSi and NEGi

are the set of positive and negative examples in the training set for the specific
class, β and γ are control parameters that allow setting the relative importance
of all positive and negative examples. To assign a class c̃ to a document dj ,
the similarity between each prototype vector −→ci and the document vector −→

dj is
computed and c̃ will be the ci with the highest value of similarity. We propose
a method that manages documents represented using different slots. If m is the
index of the slot, a movie is represented by the concatenation of five BOWs:

dj = 〈wm
1j , . . . , w

m
|Tm|j〉

where |Tm| is the cardinality of the vocabulary for the slot sm and wm
kj is the

weight of the term tk in slot sm of the document dj , computed as:

tfidf(tk, dj , sm) = tf(tk, dj , sm) · log N

nkm
(3)

tf(tk, dj , sm) is the frequency of term tk in the document dj in the slot sm;
the inverse document frequency of the term tk in the slot sm is computed as
the logarithm of the ratio between the total number of documents N and the
number of documents containing the term tk in the slot sm.

Given a user u and a set of rated movies in a specific category of interest
(for example, Comedy), the goal is to learn a profile able to recognize movies
liked by the user in that category. The learning process consists in inducing one
prototype vector for each slot : these five vectors will represent the user profile.
Each prototype vector of the profile could contribute in a different way to the
calculation of the similarity between the vectors representing a movie and the
vectors representing the user profile. Another key issue of our algorithm is that
it learns two different profiles −→pi = 〈ωm

1i , . . . , ω
m
|Tm|i〉, for a user u and a category

ci by taking into account the ratings given by the user on documents in that
category. The rating ru,j on the document dj is a discrete judgment ranging
from 1 to 6. It is used to compute the coordinates of the vectors in both the
positive and the negative user profile:

ωm
ki =

∑
{dj∈POSi}

ωm
kj · r′u,j

|POSi| (4) ωm
ki =

∑
{dj∈NEGi}

ωm
kj · r′u,j

|NEGi| (5)

where r′u,j is the normalized value of ru,j ranging between 0 and 1 (respectively
corresponding to ru,j = 1 and 6), POSi = {dj ∈ Tr|ru,j > 3}, NEGi = {dj ∈
Tr|ru,j ≤ 3}, and ωm

kj is the weight of the term tk in the document tj in the slot
sm computed as in equation (3) where the idf factor is computed over POSi

or NEGi depending on the fact that the term tk is in the slot sm of a movie
rated as positive or negative (if the term is present in both positive and negative
movies two different values for it will be computed). Computing two different idf
values for a term led us to consider the rarity of a term in positive and negative
movies, in an attempt to catch the informative power of a term in recognizing

PIA 2005 77



interesting movies. Equations (4) and (5) differ from the classical formula in the
fact that the parameters β and γ are substituted by the ratings r′u,j that allow
to give a different weight to each document in the training set. As regards the
computation of the similarity between a profile −→pi and a movie −→

dj , the idea is to
compute five partial similarity values between each pair of corresponding vectors
in −→pi and −→

dj . A weighted average of the five values is computed:

sim(−→dj ,−→pj ) =
5∑

s=1

sim(
−→
ds

j ,
−→
ps

j ) · αs (6)

where αs reflects the importance of a slot in classifying a movie. In our experi-
ments, we used α1 = 0.1 (title), α2 = 0.15 (director), α3 = 0.15 (cast), α4 = 0.25
(summary) and α5(keywords) = 0.35. The values αs were decided according to
experiments not reported in the paper due to space limitations. We considered
different values for each αs and repeated the experiments reported in section 5
using the selected values. The values reported here are those that gave the best
predictive accuracy of the profiles. Since the user profile is composed by both
the positive and the negative profiles, we compute two similarity values, one for
each profile. The document dj is considered as interesting only if the similarity
value of the positive profile is higher than the similarity of the negative one.

4 Semantic User Profiles

We propose a novel document representation used to build semantic user profiles
taking into account the senses of the words in the training documents. The task
of disambiguation consists in determining which of the senses of an ambiguous
word is invoked in a particular use of the word [11]. As for sense repository, we
have adopted WordNet (version 1.7.1) [1], a large lexical database for English in
which nouns, verbs, adjectives and adverbs are organized into synsets (synonym
sets), each representing one underlying lexical concept. Synsets are linked by
different semantic relations (is-a, part-of, etc...) and organized in hierarchies.
The main advantage of a synset-based document representation is that synonym
words belonging to the same synset can contribute to the user profile definition
by referring to the same concept. Moreover, the use of a WSD procedure re-
duces classification errors due to ambiguous words, and consequently allows a
better precision in the user model construction. We have addressed the WSD
problem by proposing an algorithm based on semantic similarity between Word-
Net synsets. The idea behind the algorithm is that semantic similarity between
synsets is inversely proportional to the semantic distance between synsets in
the WordNet IS-A hierarchy [1]. The path length similarity between synsets is
used by the WSD procedure to associate the appropriate synset to a polysemous
word, as reported in Algorithm 1. Each document in the collection is mapped
into a list of WordNet synsets following these steps:

1. each monosemous word w in a slot of a document d is mapped into the
corresponding WordNet synset;
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2. for each couple of words 〈noun, noun〉 or 〈adjective, noun〉 (for instance,
“white house”), a search in WordNet is made in order to verify if at least
one synset exists for the bigram 〈w1, w2〉. In the positive case, Algorithm 1
is applied on the bigram, otherwise it is applied separately on w1 and w2,
using all words in the slot as the context C of w;

3. each polysemous unigram w is disambiguated by algorithm 1, using all words
in the slot as the context C of w.

Algorithm 1 The WordNet-based WSD algorithm
1: procedure WSD(w, d) � find the appropriate synset of a polysemous word w in

the document d; w may be also a bigram
2: C ← {w1, ..., wn} � C is the context of w and it is defined as

the window of all words that surround w with a fixed radius. For example,
C = {w1, w2, w3, w4} is a window with radius=2, if the sequence of words
{w1, w2, w, w3, w4} appears in d

3: S ← {s1, ...sk} � S is the set of all candidate synsets for w
4: s ← null � s is the synset to be returned
5: score ← 0 � score is a similarity score assigned to s
6: T ← ∅ � T is the set of all candidate synsets for all words in C
7: for j ← 1, n do
8: if POS(wj) = POS(w) then � POS(x) is the part-of-speech of x
9: Sj ← {sj1, ...sjm} � Sj is the set of m possible senses for wj

10: T ← T ∪ Sj

11: end if
12: end for
13: for i ← 1, k do
14: for all sh ∈ T do
15: scoreih ← SinSim(si, sh) � computing similarity scores between si

and every synset sh ∈ T
16: if scoreih ≥ score then
17: score ← scoreih

18: s ← si � s is the synset si ∈ S with the highest similarity score
with the synsets in T

19: end if
20: end for
21: end for
22: return s
23: end procedure

24: function SinSim(a, b) � The similarity of the synsets a and b
25: Np ←the number of nodes in path p from a to b
26: D ←maximum depth of the taxonomy � In WordNet 1.7.1 D = 16
27: r ← −log(Np/2D)
28: return r
29: end function
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Algorithm 1 has been used to represent documents belonging to the EachMovie
dataset according to the new model, that we call “bag-of-synsets” (BOS): the
final representation of a document consists of a list of WordNet synsets recog-
nized from the words in the document. Each slot of a document is processed
separately and the occurrences of the synsets (instead of words) are computed.
For example, if the words “artificial” and “intelligence” occur in the same slot
of a document, in the corresponding BOW we count one occurrence for each
word; in the BOS, we count only one occurrence of the synset “{05766061}
〈noun.cognition〉 artificial intelligence, AI – (the branch of com-

puter science that deal with writing computer programs that can

solve problems creatively)”. A clear advantage of this representation re-
gards synonyms. For example, if the words “processor” and “CPU” appear in
the same slot of document, in the corresponding BOW we count one occurrence
for each word, even if they refer to the same concept; in the BOS, we count
two occurrences of the synset “{02888449} 〈noun.artifact〉 central process-

ing unit, CPU, C.P.U., central processor, processor, mainframe ”.
The final goal of our investigation is to compare the results of word-based and
synset-based user profiles, then we do not modify the structure of the profiles
and the learning mechanisms proposed in section 3. The difference with respect
to word-based profiles is that synset unique identifiers are used instead of words.

5 Experimental Sessions

The goal of the experiments was to evaluate if synset-based profiles had a better
performance than word-based profiles. The documents in the EachMovie dataset
have been disambiguated using Algorithm 1, obtaining a reduction of the number
of features (172, 296 words vs. 107, 990 synsets, the reduction is roughly 38%).
This result is mainly due to the fact that, thanks to the WSD algorithm, bigrams
are represented using only one synset and synonym words are represented by the
same synset.

5.1 The EachMovie Dataset

The experimental work has been carried out on a collection of 1, 628 textual
descriptions of movies rated by 72, 916 real users, the EachMovie dataset1. The
movies are rated on a 6-point scale mapped linearly to the interval [0,1]. The con-
tent information for each movie was collected from the Internet Movie Database2

using a crawler. Appropriate preprocessing operations3 have been applied to ob-
tain the BOW from the original movie descriptions. Movies are categorized into
different genres. For each genre or category, a set of 100 users was randomly
selected among users that rated n items, 30 ≤ n ≤ 100 in that movie category
(only for genre ‘animation’, the number of users that rated n movies was 33,
1 http://www.research.compaq.com/SRC/
2 IMDb, http://www.imdb.com
3 stopwords elimination and stemming.
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due to the low number of movies if that genre). In this way, for each category,
a dataset of at least 3000 triples (user,movie,rating) was obtained (at least 990
for ‘animation’). Table 1 summarizes the data used for the experiments. The
number of movies rated as positive and negative for each genre is balanced in
datasets 2, 5, 7, 8 (60-65 % positive, 35-40% negative), while is slightly unbal-
anced in datasets 1, 9, 10 (70-75 % positive, 25-30% negative), and is strongly
unbalanced in datasets 3, 4, 6 (over 75% positive).

Table 1. 10 ‘Genre’ datasets obtained from the original EachMovie dataset.

Id Genre Genre Number of Movies rated % POS % NEG

1 Action 4,474 72.05 27.95
2 Animation 1,103 56.67 43.33
3 Art Foreign 4,246 76.21 23.79
4 Classic 5,026 91.73 8.27
5 Comedy 4,714 63.46 36.54
6 Drama 4,880 76.24 23.76
7 Family 3,808 63.71 36.29
8 Horror 3,631 59.89 40.11
9 Romance 3,707 72.97 27.03
10 Thriller 3,709 71.94 28.06

39,298 71.84 28.16

5.2 Experimental Setup and Results

Classification effectiveness is evaluated by the classical Information Retrieval
measures precision and recall, adapted to the case of text categorization [2].
Also used is F-measure, a combination of precision and recall. We adopted the
Normalized Distance-based Performance Measure (NDPM) [12] to measure the
distance between the ranking imposed on items by the user ratings and the
ranking predicted by the Rocchio method, that ranks items according to the
similarity to the profile of the class likes. Values range from 0 (agreement) to
1 (disagreement). In all the experiments, a movie description di is considered
as relevant by a user if the rating is greater or equal than 3, while the Rocchio
method considers an item as relevant if the similarity score for the class likes is
higher than the one for the class dislikes. We executed one experiment for each
user in the dataset: the ratings of each specific user and the content of the rated
movies have been used for learning the user profile and measuring its predictive
accuracy, using the aforementioned measures. Each experiment consisted in:

1. selecting ratings of the user and the content of the movies rated by that user;
2. splitting the selected data into a training set Tr and a test set Ts;
3. using Tr for learning the corresponding user profile;
4. evaluating the predictive accuracy of the induced profile on Ts, using the

aforementioned measures.
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Table 2. Comparison between the BOW and the BOS approach.

Precision Recall F1 NDPM
Id Genre

BOW BOS BOW BOS BOW BOS BOW BOS

1 0.72 0.75 0.82 0.86 0.75 0.79 0.46 0.44
2 0.65 0.64 0.66 0.66 0.64 0.63 0.34 0.38
3 0.77 0.85 0.79 0.86 0.77 0.84 0.46 0.48
4 0.92 0.94 0.94 0.96 0.93 0.94 0.45 0.43
5 0.66 0.69 0.72 0.75 0.67 0.70 0.44 0.46
6 0.78 0.79 0.84 0.87 0.80 0.81 0.45 0.45
7 0.68 0.74 0.75 0.84 0.69 0.77 0.41 0.40
8 0.64 0.69 0.74 0.82 0.67 0.73 0.42 0.44
9 0.73 0.76 0.79 0.81 0.74 0.77 0.48 0.48
10 0.74 0.75 0.85 0.84 0.77 0.78 0.45 0.44

Mean 0.73 0.76 0.78 0.83 0.74 0.78 0.44 0.44

The methodology adopted for obtaining Tr and Ts was the 10-fold cross val-
idation [13]. The results of the comparison between the profiles obtained from
documents represented using the two indexing approaches, namely BOW and
BOS, are reported in Table 2. We can notice a slight improvement in precision
(+3%). Going in more detail, the BOS model outperforms the BOW model on
datasets 3 (+8%), 7 (+6%), 8 (+5%). This could be an indication that the im-
proved results are independent from the distribution of positive and negative
examples in the datasets: the number of movies rated as positive and negative
is balanced in datasets 8, while is strongly unbalanced in datasets 3 and 7. Sim-
ilar results have been observed as regards recall and F-measure (+4%). Only on
dataset 2 we have not observed any improvement. This is probably due both
to the low number of rated movies and to the specific features of the movies
(in most cases, stories) that makes difficult the disambiguation. NDPM has not
been improved, but it remains acceptable. This measure was adopted in order
to compare the ranking imposed by the user ratings and the similarity score for
the class c+ (likes): further investigations will be carried out in order to define a
better ranking score for computing NDPM, that takes into account the negative
part of the profile as well. A Wilcoxon signed ranked test (p < 0.05) has been
performed in order to validate the results. We considered each experiment as a
single trial for the test. The test confirmed that there is a statistically significant
difference in favor of the BOS model with respect to the BOS model as regards
precision, recall and F-measure.

6 Conclusions and Future Work

We have presented a system that exploits a relevance feedback learning method
to induce semantic user profiles from documents represented using WordNet
synsets. Our hypothesis that substituting words with WordNet synsets in the
indexing phase produces a more accurate document representation that could
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be successfully used by learning algorithms to infer more accurate user profiles.
This hypothesis is confirmed by the experimental results, since, as expected, a
synset-based classification allows to prefer documents with high degree of se-
mantic coherence, which is not guaranteed in case of a word-based classification.
As a future work, we will evaluate the effectiveness of the WSD algorithm, by
comparing its performance to state-of-the-art systems.
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Abstract. We investigate the diverse goals people have when they issue the
same query to a Web search engine, and the ability of current search tools to
address such diversity, in order to understand the potential value of personaliz-
ing search results. Great variance was found in the results different individuals
rated as relevant for the same query—even when those users expressed their
underlying informational goal in the same way. The analysis suggests that,
while current Web search tools do a good job of retrieving results to satisfy the
range of intentions people may associate with a query, they do not do a very
good job of discerning an individual’s unique search goal. We discuss the im-
plications of this study on the design of search systems and suggest areas for
additional research.

1 Introduction

Traditional search engines are designed to return a set of documents that match a
query. Studies of search engine quality have tended to be based on the ability of
search engines to return the set of results that its users want as a population, as op-
posed to the results that match each individual’s unique search goal. For example, at
the DARPA Text REtrieval Conference (TREC), relevant documents to a particular
query are identified by an expert judge, based on a detailed description of an informa-
tion need. Ideally the description is explicit enough and the rater skilled enough that
the documents selected as relevant are the same ones that another rater would consider
relevant.

However, Web search behavior suggests that providing results to an unambiguous
query might not be the most appropriate design target for a search engine. Web que-
ries are very short, and it is unlikely that a two- or three-word query can unambigu-
ously describe a user’s informational goal. What one person considers relevant to a
query like “jaguar” is not necessarily the same as what someone else considers rele-
vant to the same query. Even a seemingly precise query like “PIA 2005” returns Web
pages about the Personal Information Access workshop, the Parachute Industry Asso-
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ciation, Professional Insurance Agents, the Pacific Institute of Aromatherapy, etc.
Further, if Web searchers are not skilled at stating their goal, even longer descriptions
may not reliably disambiguate intent.

We report on a study of the ability of current Web search engines to provide rele-
vant documents to users, in order to understand how future search tools can be built to
best meet the needs of their users. Understanding relevance is a complex problem
[11, 13], and we address only a small portion of it in our work. Our analysis is aimed
at assessing the relationship between the rank of a search result as returned by a Web
search engine and the individual’s perceived relevancy of the result. We find a consid-
erable mismatch due to a variation in the informational goals of users issuing similar
queries. The study suggests personalization of results via re-ranking would provide
significant benefit for users. We conclude with a discussion of how the results of this
study should triage future research.

2 Methods

We conducted a study in which 15 participants evaluated the top 50 Web search re-
sults for approximately 10 queries of their choosing. Participants were employees of a
large corporation. Their job functions included administrators, program managers,
software engineers and researchers. All were computer literate and familiar with Web
search.

Web search results were collected from a “Top Choice” search engine, as listed by
Search Engine Watch. For each search result, the participant was asked to determine
whether they personally found the result highly relevant, relevant, or irrelevant. So as
not to bias the participants, the results were presented in a random order.

The queries evaluated were selected in two different manners, at the participants’
discretion. In one approach (self-selected queries), users were asked to choose a
query to mimic a recently performed search, based on a diary of searches they were
asked to keep during the day. Thus, we believe that the self-selected queries closely
mirrored the searches that the participants conducted in the real world.

In another approach (pre-selected queries), users were asked to select a query from
a list of queries that were formulated to be of general interest (e.g., cancer, Bush, Web
search). Although users did not generate these queries themselves, they were free to
choose the pre-selected queries they found most interesting, and thus presumably only
chose queries that had some meaning to them. By using pre-selected queries, we were
able to explore the consistency with which different individuals evaluated the same
results. Such data would have been difficult to collect using only self-selected que-
ries, as it would have required us to wait until different participants coincidentally
issued the same query on their own. We validate the conclusions drawn from pre-
selected queries with data from the self-selected queries.

For both the self-selected queries and the pre-selected queries, participants were
asked to write a more detailed description of the informational goal or intent they had
in mind when they issued the query. Because the pre-selected queries were given to
the user, the user had to create some intent for these queries. However, by allowing
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them to decide whether or not they wanted to evaluate a particular query, we sought to
provide them with a query and associated results that would have some meaning for
them.

We collected a total of 137 queries. Of those, 53 were pre-selected queries and 85
were self-selected. The number of users evaluating the same set of results for the pre-
selected query ranged from two to nine. Thus we had evaluations by different people
for the same queries drawn from the pre-selected set of queries, as well as a number of
evaluations for the searches that users had defined themselves.

3 Rank and Rating

We used the data we collected to study how the results that the Web search engine
returned matched our participants’ search goals. We expected them to match rela-
tively closely, as current search engines seem to be doing well, and in recent years
satisfaction with result quality has climbed.

Fig. 1 shows the average result’s relevancy score as a function of rank. To com-
pute the relevancy score, the rating irrelevant was given a score of 0, relevant a score
of 1, and highly relevant a score of 2. Values were averaged across all queries and all
users. Separate curves are shown for the pre-selected (solid line) and self-selected
(dashed line) queries. Clearly there is some relationship between rank and relevance.
Both curves show higher than average relevance for results ranked at the top of the
result list. The correlation between rank and relevance is -0.66. This correlation
coefficient is significantly different from 0 (t(48) = 6.10, p < 0.01). However, the
slope of the curves flattens out with increasing rank. When considering only ranks 21-
50, the correlation coefficient is -0.07, which is not significantly different from 0.
Importantly, there are still many relevant results at ranks 11-50, well beyond what
users typically see. This suggests the search result ordering could be improved.

1 11 21 31 41

Pre-selected Self-selected

Fig. 1. Average ratings for Web search engine results as a function of rank. There are many
relevant results that do not rank in the top ten

Result rank

Highly
Relevant

Relevant

Irrelevant
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The general pattern of results seen in Fig. 1 is not unique to our sample of users or
queries. A reanalysis of data from the TREC Web track [4] shows a similar pattern.
In the TREC-9 Web track, the top 100 results from 50 Web queries were rated using a
similar three-valued scale, highly relevant, relevant and not relevant. Results for one
top-performing search systems, uwmt9w10g3, yielded an overall correlation between
rank and relevance of -0.81, which drops off substantially to -0.30 for positions 21-50.

4 Same Query, Different Intents

Our analysis shows that rank and rating were not perfectly correlated. While Web
search engines do a good job of ranking results to maximize their users’ global happi-
ness, they do not do a very good job for specific individuals. If everyone rated the
same currently low-ranked documents as highly relevant, effort should be invested in
improving the search engine’s algorithm to rank those results more highly, thus mak-
ing everyone happier. However, despite the many commonalities among our partici-
pants (e.g., all were employees of the same company, lived in the same area, and had
similar computer literacy), our study demonstrated a great deal of variation in their
rating of results.

As will be discussed in the following sections, we found that people rated the same
results differently because they had different information goals or intentions associ-
ated with the same queries. This was evidenced by the variation in the explicit intents
our participants wrote for their queries. Even when the intents they wrote were very
similar, we observed variation in ratings, suggesting that the participants did not de-
scribe their intent to the level of detail required to distinguish their different goals.

4.1 Individuals Rate the Same Results Differently

Participants did not rate the same documents as relevant. The average inter-rater
agreement for queries evaluated by more than one participant evaluated was 56%. This
disparity in ratings stands in contrast to previous work. Although numbers can’t be
directly compared, due to variation in the number of possible ratings and the size of
the result set evaluated, inter-rater agreement appears to be substantially higher for
TREC (e.g., greater than 94% [8]) and previous studies of the Web (e.g., 85% [3]).
The differences we observed are likely based in our focus on understanding personal
intentions; instead of instructing our participants to select what they thought was
“relevant to the query,” we asked them to select the results they would want to see
personally.

The ratings for some queries agreed more than others, suggesting some queries
might be less ambiguous to our population than others. Similarly, some participants
gave ratings that were similar to other participants’ ratings. It might be possible to
cluster individuals, but even the most highly correlated individuals showed significant
differences.
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4.2 Same Intent, Different Evaluations

We found that our participants sometimes used the same query to mean very different
things. For example, the explicit intents we observed for the query cancer ranged
from “information about cancer treatments” to “information about the astronomi-
cal/astrological sign of cancer”. This was evident both for the pre-selected, where the
user had to come up with an intent based on the query, and self-selected queries,
where the query was generated to describe the intent. Although we did not observe
any duplicate self-selected queries, many self-selected queries, like “rice” (described
as “information about rice university”), and “rancho seco date” (described as “date
rancho seco power plant was opened”) were clearly ambiguous.

Interestingly, even when our participants expressed the same intent for the same
query, they often rated the query results very differently. For example, for the query
Microsoft, three participants expressed these similar intents:

• “information about microsoft, the company”

• “Things related to the Microsoft corporation”

• “Information on Microsoft Corp”

Despite the similarity of their intent, only one URL (www.microsoft.com) was given
the same rating by all three individuals. Thirty-one of the 50 results were rated rele-
vant or highly relevant by one of these three people, and for only six of those 31 did
more than one rating agree. The average inter-rater agreement among these three
users with similar intentions was 62%.

This disparity in rating likely arises because of ambiguity; the detailed intents peo-
ple wrote were not very descriptive. Searches for a simple query term were often
elaborated as “information on query term” (“UW” � “information about UW”, leav-
ing open whether they meant the University of Washington or the University of Wis-
consin, or something else entirely). It appears our participants had difficulty stating
their intent, not only for the pre-selected queries, where we expected they might have
some difficulty creating an intent (mitigated by the fact that they only rated pre-
selected queries by choice), but also for the self-selected queries.

Although explicit intents generally did not fully explain the query term, they did
provide some additional information. For example, “trailblazer” was expanded to
“Information about the Chevrolet TrailBlazer”, clarifying the participant was inter-
ested in the car, as opposed to, for example, the basketball team. Further study is nec-
essary to determine why people did not include this additional information in their
original query, but it does suggest that they could perhaps be encouraged to provide
more information about their target when searching. However, even if they did this,
they would probably still not be able to construct queries that expressed exactly what
wanted. For example, the Trailblazer example above did not clarify exactly what kind
of information (e.g., pricing or safety ratings) was sought. This suggests searchers
either need help communicating their intent or that search systems should try to infer
it.
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5 Search Engines are for the Masses

The previous sections showed that our participants ranked things very differently, in
ways that did not correspond closely with the Web search engine ranking. We now
describe analyses that show that the Web ranking did a better job of satisfying all of
our participants than any individual.

5.1 Web Ranking the Best for the Group

In this section, we investigate the best possible ranking we could construct based on
the relevance assessments we collected, and compare this ideal ranking with the origi-
nal Web ranking. For scoring the quality of a ranking, we use Discounted Cumulative
Gain (DCG), a measure of the quality of a ranked list of results commonly used in
information retrieval research [5]. DCG measures the result set quality by counting
the number of relevant results returned. It incorporates the idea that highly-ranked
documents are worth more than lower-ranked documents by weighting the value of a
document’s occurrence in the list inversely proportional to its rank (i). DCG also
allows us to incorporate the notion of two relevance levels by giving highly relevant
documents a different gain value than relevant documents.

G(1) if i = 1,
DCG(i–1) + G(i)/log(i) otherwise.

(1)

For relevant results, we used G(i) = 1, and for highly relevant results, G(i)=2, reflect-
ing their relative importance.

The best possible ranking for a query given the data we collected is the ranking
with the highest DCG. For queries where only one participant evaluated the results,
this means ranking highly relevant documents first, relevant documents next, and
irrelevant documents last. When there are more than one set of ratings for a result list,
the best ranking ranks first those results that have the highest collective gain.

We compared how close the best possible rankings were to the rankings the search
engine returned. To measure “closeness,” we computed the Kendall-Tau distance for
partially ordered lists [1]. The Kendall-Tau distance counts the number of pair-wise
disagreements between two lists, and normalizes by the maximum possible disagree-
ments. When the Kendall-Tau distance is 0, the two lists are exactly the same, and
when it is 1, they are in reverse order. Two random lists have, on average, a distance
of 0.5.

We found that for eight of the ten queries where multiple people evaluated the same
result set, the Web ranking was more similar to best possible ranking for the group
than it was, on average, to the best possible ranking for each individual. The average
individual’s best ranking was slightly closer to the Web ranking than random (0.5),
with a distance of 0.469. The average group ranking was significantly closer (t(9) =
2.14, p < 0.05) to the Web ranking, with a distance of 0.440. The Web rankings seem
to satisfy the group better than they do the individual.

{DCG(i) =
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5.2 Gains of Personalization via Re-ranking

Again taking DCG as an approximation of user satisfaction, we found a sizeable dif-
ference between our participants’ satisfaction when given exactly what they wanted
rather than the best group ranking for that query. On average, the best group ranking
yielded a 23% improvement in DCG over what the current Web ranking, while the
best individual ranking led to a 38% improvement.

The graph depicted in Fig. 2 shows the average DCG for group (dashed line) or
personalized (solid line) rankings. These data were derived from the five pre-selected
queries for which we collected six or more individual evaluations of the results, al-
though the pattern held for other sets of queries. To compute the values shown, for
each query we first randomly selected one person and found the DCG for that individ-
ual’s best ranking. We then continued to add the additional people, at each step re-
computing the DCG for each individual’s best rankings and for the best group rank-
ing. As can be seen in Fig. 2, as additional people were added to the analysis, the gap
between user satisfaction with the individualized rankings and the group ranking grew.
Our sample is small, and it is likely that the best group ranking for a larger sample of
users would result in even lower DCG values.

These analyses underscore the promise of providing users with better search result
quality by personalizing results. Improving core search algorithms has been difficult,
with research leading typically to very small improvements. We have learned that,
rather than improving the results to a particular query, we can obtain significant boosts
by working to improve results to match the intentions behind it.

0.8

0.85

0.9

0.95

1

1.05

1 2 3 4 5 6

Personalized Group

Fig. 2. As more people are taken into account, the average DCG for each individual drops for
the ideal group ranking, but remains constant for the ideal personalized ranking
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6 Directions in Personalized Search

We believe that Web search tools could be enhanced significantly by considering the
variation in relevancy of results for users. We shall now touch on several directions
for doing such personalization suggested by the above analysis.

We observed that our participants rated the results to the same queries differently
because they had different intents. One solution to ambiguity is to aid users in better
specifying their interests and intents. As an example, Google Personal [4] asks users
to build a profile of themselves by specifying their interests. Other search systems
have tried to help users better express their informational goals through techniques
such as relevance feedback or query expansion. While it appears people can learn to
use these techniques [2, 8], in practice, on the Web they do not appear to improve
overall success [2, 3], and such features have been found to be used rarely. We agree
with Nielsen [10], who cites the importance of not putting extra work on the users for
personalization. Also, even with additional work, it is not clear that users can be suf-
ficiently expressive. Participants in our study had trouble fully expressing their intent
even when asked explicitly to elaborate on their query. In related work, people were
found to prefer long search paths to expending the effort to fully specify their query
[11].

We believe that another promising approach to personalizing search is to infer us-
ers’ information goals automatically. Kelly and Teevan [7] give an overview of re-
search done in information retrieval on how implicit measures can be used to help
search, highlighting prior contributions focused on helping to improve results for
individuals, versus for the general population. In a related paper [15], we describe a
search personalization prototype that we have developed which builds on the lessons
learned from the study described in this paper. The prototype, named PS, uses a per-
son’s prior interactions with a wide variety of content to personalize that person’s
current Web search in an automated manner.

Our study suggests that the results returned by Web search engines represent a
range of intentions that people associate with queries. Thus, we believe that personal-
ized search systems could take current Web search results as a starting point for user-
centric refinement via re-ranking (e.g., [9, 15]). The original ranking of results by a
Web search engine is a useful source of information for a more personalized ranking,
and, as we discovered, the first several results are particularly likely to be relevant.

We found that not all queries should be handled in the same manner. For example,
we observed that some queries appeared less ambiguous than others and showed less
variation among individuals. For such queries, the group ranking (i.e., the current
Web search ranking) might be sufficient. A search system that allows users to control
how much personalization they receive would improve search relevance while follow-
ing Neilson’s [10] suggestion that users be given control of their content instead of
having personalization imposed on them.
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7 Conclusion

We have found that there is promise in building tools that perform personalization via
re-ranking the results currently provided by current search engines. We have not
discussed specific methods to automatically identify users’ intentions. Instead we
have worked to characterize the range of informational goals associated with queries,
and investigated the potential value that can be seen by users via methods that re-rank
the list of results provided by search engines.
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