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Abstract

Over the last decades, Massively Multi-player Online Role Playing Games (MMORPGs) have become big business. Along with the development of MMORPG, the game's content and entertainment is enriching. MMORPG has attracted a quite number of players. With the steeply increasing count of players, the data volumes of a game that needs to be persisted will also increase starkly. Nowadays the most popular data store system in MMORPGs is Relational Database Management System (RDBMS). However the traditional RDBMS cannot completely meet the requirements for data storage. Many MMORPGs, in the case of large users accessing, will encounter the database's bottlenecks, such as the big data volume and lack of scalability and so on. The traditional RDBMS has very limited scalability because of its subjection to the ACID rules. Most of MMORPGs have very complex server-side architecture, which makes the background database even harder to scale out. The traditional RDBMS are facing challenges in the MMORPG industry. My study focuses on using the Cloud database to solve these problems that RDBMS are facing. In this work, A simple MMORPG testbed has been implemented. It contains a server side with some game logic and a client side. The popular Cloud database Cassandra has been chosen to store the game data. We evaluate the reading and writing performance as well as the scalability of our game prototype. The results show that our prototype is able to meet the data management requirements of MMORPGs and it has a big potential to scale out in a large range and support very large number of players.
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1. Introduction and Background

Massively Multi-Player Online Games (MMOG) has become more and more popular over the last years. In an MMOG, players can play games with others in the world. The Online games are usually more interesting than the normal PC game, because the players of online game are playing against or cooperating with other human rather than the machine. Despite the artificial intelligence getting more and more advance, it is still quite far from replicating the challenge and pleasure of playing against another human. Normally, a player in an online game is not alone, he will build their own social circle and find new friends\cite{FBS07}. This social circle will make the game more attractive to the player. People could get more fun in online games and even a sense of accomplishment. According to the Niko report, the Chinese online gaming market has grown to more than 9 billion dollars at 2012 year end\cite{int13}. Another report on global MMOG Market predicts, the MMOG will become the second largest gaming segment in the next few years, and the most growing area will be the market APAC\cite{17113} and Eastern European regions\cite{17113}.

The MMORPG is an important member of MMOG. It distinguish from other online games by allowing thousands of player playing in a single game world. Our study will focus on this kind of game. The growing number of players makes the data volume increasing and getting the architecture more complex. The existing game architecture adopting a relational database for storage of massive user data, with the growing data volume and the number of players, the drawback of Relational Database Management System (RDBMS) is slowly exposed. The players of a game has elasticity, thus no one can predict how many users can a new MMORPG attract. Bruce Wookcock’ research finds that, when a new MMORPG coming into market, it will attract many users at beginning and then this number will decreasing and the workload for online game is unpredictable over longer periods of time\cite{PS09}. If the game gets popular over time, the number of player may exponentially growth. A large amounts of play-

\footnote{APAC: Asia and Pacific}
ers may playing game at same time, and this will cause a big access pressure on the database. The game vendor have to purchase more game servers and database servers to support the growing players. In contrast, the purchased servers could be a kind of waste if the players continuously reduced \[1\]. In some large popular MMORPG, there will be usually thousands or even ten thousand players access the game database concurrently. The database of an MMORPG must have scalability, consistency and highly performance. However the traditional RDBMS cannot satisfy the requirement mentioned above simultaneously \[2\]. So we need a kind of new database, which should have elastic scalability and has the ability to handles large amount of data. A Cloud-based database could be a potential solution for MMORPG game data store.

1.1 Introduction

Many Massively Multi-player Online Role Playing Games (MMORPGs) have a lot of subscriptions, for instance the World of WarCraft has millions of players in the world and many game companies have relying MMORPG achieved big commercial business. A single-node game server and database is not possible to support so many concurrent users playing. Many studies have focus on how to scale a game server so that it can support more user concurrent online. Those researches proposed Peer-to-Peer based architecture to scale the server in order to improve the performance of the massively multi-player games \[3\]. Some researches proposed novel algorithm to improve networking or reduce latency. Assiotis has a solution for MMORPG. In this model, the game world is divided into many small areas, every filed will be handled by a single node, he has also proposed a new algorithm to reduce the package size. The proposed model is scalable and the players in different field can interact with each other seamlessly \[4\]. Some studies give new idea to optimize the game state, they present a new way to classify and store game data. Some of the optimization is based on object database. It could be very convenient when we persistent the game data. But object database is hard to scale. Some other paper optimized the data structure onto relational database, for instance, Zhang’s paper describes a new efficient way to persist game state \[5\]. He identifies different consistency categories and gives them different priority. For category with low consistency level, the storage strategies with low overhead will be applied. This method provides efficient writes and can be dynamically adjusted. It worth nothing that most of studies are focused on RDBMS, which has limited scalability due to its ACID constraint and complex architecture. The ACID constraint guarantees the database transactions are reliably processed. Many database rely upon locking to provide ACID capability. Lock means that a transaction marks the data as locked, so that other transactions cannot modify the data until it releases the lock. Locks means competition, which will result some processes waiting until the resource be released. This lock mechanism will lead to performance loss if the RDBMS scaled to a large size. Beside, the RDBMS is difficult to scale out due to its complex structure. But many of popular MMORPGs adopt a RDBMS to persist game data \[6\], for example EVE has applied SQL database \[7\]. Even an

\[1\] (http://doublebuffered.com/2008/10/05/can-eve-evolve/)
MMORPG with a mature commercial database be applied. The MMOGs struggle to achieve much more than 500 transactions per second. And this transaction rate cannot be improved by simply adding new node in cluster. With the increasing number of players and concurrent database access, the RDBMS becomes a bottleneck in a larger scale MMORPG.

Nowadays the research on Cloud computing is a hot topic. The Cloud-based NoSQL storage model could be a potential solution to the problem that RDBMS faced. The advantages of Cloud database are easy to scale and high performance and availability[BBG10]. Cloud database is in infancy, so researches on the possibility to apply a NoSQL Cloud database on a MMORPG are not so much. A master thesis from Muhammad has implemented a Snowbox battle game[Muh11]. The game persists game state in a NoSQL Cloud database Riak. This architecture has good scalability and performance. However, in his paper, he didn’t describe the transaction and consistency problem. Other paper from Diao has also proposed a Cloud-based MMORPG model[DSWM13]. He has classify the game data in different group and made an appropriate Cloud-based persistence solution for MMORPG. He point out that, the Cloud-based database can be used to store non-sensitive data. The privacy data and the data need highly consistency or transactions are not suitable for Cloud database. Cloud database can’t displace RDBMS completely. There is also no “one fit all” database products. We should for different propose chose different database products. The Cloud database has many drawbacks need to be addressed, such as consistency, transaction and data privacy[DWCT10], access control[Ram09] and so on. Cloud database are not intend designed for MMORPG, and the existing SNS(Social Networking Services) on top of Cloud database are very different from MMORPG. Comparing MMORPG to SNS, such as Facebook and Twitter[Aba09], the SNSs have normally very large number of users, and it doesn’t need higher consistency. Because it is total acceptable that my friends two minutes later see my status after I updated it. However, MMORPG needs some kind of consistency, some of the game data need to be performed in transaction[DSWM13]. For this reason, the Cloud database cannot be applied to MMORPG directly.

1.2 Motivation

The MMORPG architecture will benefit from Cloud database and get more scalability. However, there are only few publications that discuss the Cloud based MMORPG. This thesis will introduce the character of Cloud database to the architecture of MMORPG. As the idea from [DSWM13], who classified the game data as several Categories according to different consistency demands. Thesis thesis will combine the characteristics of Cloud database and the requirements of MMORPG. The Cloud database should be more suitable for storing MMORPG game state after improvement. We will design and implement a Cloud-based MMORPG testbed. The problems that encountered by implementing will be discussed. And we will evaluate the performance and scalability of the game testbed.
1.3 Structure of Thesis

This Thesis will be structured as follows:

**Chapter 1 Introduction and Background:**
This chapter introduces the background information of this thesis and the development of MMORPG market as well as the motivation of this paper.

**Chapter 2 General Information:**
This chapter introduces the architecture of MMORPG and describes the foundation of the Cloud database. The most popular Cloud database products are compared and we also illustrated why we chose Cassandra as the database for our testbed.

**Chapter 3 Cloud Database Management:**
In this chapter, the basis and features of Cloud computing and Cloud database, the possibility of its application in MMORPG as well as the advantages and drawbacks are introduced. The Cloud database has normally high scalability and can handle large data volume. It is the highest potential solution for the bottleneck of database problem in MMORPG.

**Chapter 4 Cassandra:**
This chapter gives the basics information about the data model and infrastructure of Cassandra, which will be important for our prototype design and implementation. Cassandra is a key-value NoSQL database, which has the high scalability and availability.

**Chapter 5 Design and Implementation:**
Chapter 5 illustrates the processes from design to implementation of our prototype’s client side and server side, and the solutions of the problems we met during this processes. During the implementation of our prototype, it is quite different between RDMBS table design and Cassandra column family design. These differences and relative merits will be discussed in detail here.

**Chapter 6 Evaluation:**
This chapter gives the methodology and result of our experiments, based on which the performance and scalability of our prototype are evaluated.

**Chapter 7 Conclusion:**
In this chapter, the conclusion and summary based on our experiment results are presented here. Some limitations and possible improvements of this thesis work are also outlined here.
2. Related Fundations

2.1 MMORPG

MMORPG is an abbreviation of Massively Multi-Player Online Role Playing Game. It is the subset of the MMOG (Massively Multi-Player Online Game). An MMOG is a computer game, which is capable of supporting multilayer in parallel. It normally consists of a client side and a server side. The game logic of an MMOG runs on server side to protect the game from malicious manipulation. The MMOG server simulates a giant persistent virtual world through computing, database operating, receiving and handling the request from client [Bar04]. Depending on the different game world, the MMOG has lots of other variants. For instances, Massively Multi-player Online Real-Time Strategy (MMORTS), the players of this kind of game can build their own military in the game world and use different strategies to against others, such as “settlers Online” [3]. “MMO Rhythm game” is a kind of music game, of which the players have to do some actions following the music rhythm, and the winner is the player who do with the most accuracy. MMO Racing simulate a virtual world, in which the player can buy cars and racing with friends; MMO Social game is a game aimed for player’s social communications in a virtual world; Massively Multi-player First Person Shooter (MMOFPS) creates a virtual world, in which players can shoot in their own views with or against other players. However the virtual worlds of those MMOGs mentioned above are mostly divided into many small sessions, in which only several players compete in a separate room or a battle field. A server will create an isolate space for each group and the space will be destroyed after the one single game. A MMORPG distinguishes itself from the others by allowing a very large number of players to interact with each other in one virtual shared game world and the game world of MMORPG will keep running even in case of no player in it. moreover, unlike other type of MMOG, which only need
to persist users’ account and player’s informations. An MMORPG must persist large
data volume such as inventory, skills, social relation, etc. for all of the players for a
very long time and part of data will be modified constantly by many current users. In
an MMORPG, a player can create an avatar, who controls his avatar to kill monsters
or complete quest to get experience. If the avatar of the player gets enough experience,
he will get stronger and gain more skills and abilities. The MMORPG are meant to be
played for a long-term and the players will spend months or years on a single character
\[ZKD08\]. My thesis will investigate the performance of a MMORPG by introducing
Cloud database into the architecture of traditional MMORPG storage and a testbed
environment will be create as a small MMORPG world to verify my idea.

2.2 MMORPG Architecture

Normally a highly abstracted structure of a basic MMORPG is composed of a client
and a server. The client is an interface through which the users connect with the
server and interact with other players. Game client could be variety, such as a smart
phone client, \textbf{Personal Digital Assistant (PDA)} client, browser or a PC application.
A game server seems to be a complicate software system. However, a MMORPG is
just a carefully organized relative simple component. Although individual games may
differ slightly in details of their implementation, the underlying architecture are usually
similar \[DSWM13, Bur07\]. A highly simplified view of MMORPG server architecture
is typically consist of four parts \[HYC04\], Map/Application server, Database server,
Transactional Data Cache and Directory server \[CDG+08, CKSW02\]. The Figure 2.1

Figure 2.1: Typical architecture of a MMORPG \[WKG+07\]
shows the typical basic structure of a full functional game server running on top of
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RDBMS. If a player sends a request to the server for logging in, he/she will type in his/her account from client side. The login server will receive the login data and verify the user’s identity in cooperation with the users’ accounts database. If the validation is passed, the login server will send an encrypted user id along with a token back to the client. The client use this token to communicate with the Directory server and the Directory server will then arrange the validated client session in one of the Map/Application servers. All the users’ behaviors in the game must be monitored and stored in the monitoring database in order to maintain the order of the virtual world. While the player is gaming, the server computes the global state of the game world based on the actions submitted by players, and the new relevant state information will be sent to the client in real time within 200ms [CHL06]. All the game related data are stored in World State Database by the transactional data cache. According to a study, to ensure fluent play, the response time of an MMORPG must be kept less than 1250ms [FRS05], while keeping lower latency is critical for keeping the player engaging. With the increasing number of players, the game architecture based on RDBMS is hard to maintain and the underlying RDBMS will face the bottleneck of limited scalability.

![MMORPG Architecture Diagram](image)

Figure 2.2: A Cloud-based MMORPG architecture adapted from [DSWM13]

Furthermore, for supporting thousands of concurrent players, the game vendor should maintain a large static infrastructure with hundreds to thousands of distributed servers in order to provide the required quality of service [AT06]. For example, the World of Warcraft, has over 10,000 servers naemassively. As the study shows, the MMORPG’s demands of resource are highly dynamic and thus a large portion of the statically allocated resources are wasted [NIP+08]. This leads to very inefficient resource utilization. The author proposed an ecosystem for MMOGs, whose underlying technology is Cloud computing. His system reached efficient on-demand resource usage by hosting the MMOGs on the Cloud [NP11]. But this study focused on the game server itself,
so the drawbacks of RDBMS problems are still not solved. To addressing the database limitation in the MMORPG architecture, Diao has proposed a new way by introducing the Cloud database into the MMORPG [DSWM13].

Figure 2.2 on the previous page shows the simplified architecture proposed by Diao. The general idea of this structure is managing the data of online games according to their different consistency requirements. Such as game account data and billing data need strong consistency and highly security, so they should always be performed as a transaction and must be stored in a RDBMS which has good support for transactional operations. And for game and state data which has strong requirements for flexibility and availability will be stored in the Cloud. The log data will not be modified any more after it’s persisted in a database. It’s typically large-scale and usually analysed after a long period of time. So the demand of consistency and performance are also not so strict that they can be stored in a Cloud database such as Cassandra [DSWM13].

2.3 Relational Database Management System

2.3.1 Brief History

The first idea of relational Database was brought by Edgar Codd with his paper “A relational model of data for large shared data banks” [Cod01]. In this paper, he has firstly proposed the theory of a relational database, which has a big effect on today’s database. RDBMS has been developed and evolved for more than 40 years and it has been proved to be very mature and reliable. Nearly 80% applications have applied a RDBMS for their data persist [Hew10]. We can say that, In RDMBS stored the whole world.

2.3.2 Structured Query Language

There are many reasons why the relational database has become so popular in the world. One of the important reasons is RDBMS has adopted a [Structured Query Language (SQL)] SQL is powerful for some reasons. First, it allows user to perform complex operation with data by using simple [Data Manipulation Language (DML)] such as insert, delete, update and it supports grouping aggregate and summary functions. SQL provides a variety of operations for creating, altering and deleting data schema in run time by using [Data Definition Language (DDL)] SQL also allows users to manage access rights by using [Data Control Language (DCL)]. Second, [SQL] has a standard basic syntax, which can be learned quickly. Even you changed your storage system from one vendor to another, the standard SQL language will be still supported by every RDBMS. Except SQL there are also many intuitive graphical interfaces supported by different database vendors for viewing and working with relational database.

2.3.3 ACID Properties

Besides the features we mentioned above, the RDBMS support an important feature, it is transaction. A transaction is like the “transformation of state”. As Jim Gray described
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the transaction executes the operation virtually in the database at first and checks if all the operations is going well. If yes, the operations will be committed; if not, it allows programmer to roll back. Operations of a transaction must be performed successfully all together or none. The transaction in RDBMS must obey the ACID rules.

- **Atomicity**: identifies that the transaction is atomic or so called “all or nothing”, all the statements within a transaction is either fully completed or none of them is done. That means if one part or some parts of a transaction fails, the entire transaction is recognized as failed. In this case the database state is returned to the state it was in before the transaction was started and left the system totally unchanged. An atomic system must guarantee atomicity in all kinds of unexpected and urgent situations, such as power failures, errors, and unknown crashes. An example of an atomic transaction is dealing. The money is removed from the player’s account and then the item goes into the player’s inventory. If the system fails after removing the money from the player’s account, then the transaction processing system will give the money back to player. This is so called “a rollback”.

- **Consistency**: means the data in database can only move from one valid state to another. Any data which be persisted into the database must in a valid status according to all defined rules. It is impossible to provide the readers with different values what make no sense together. Once a error happens in a transaction, the system will in a invalid state, then any of the changes made by this transaction must be rolled back.

- **Isolation**: means that transactions executing concurrently will not affect each other. This property ensures that the concurrent transactions results in the same system state as they were executed one after the other. If there is one transaction runs in isolation, it seems to be the only action that the system is executing; if there are more than one transactions that are all performing the same function at the same time, transaction isolation will ensure that one transaction will not aware of the others. If transactions were not running in isolation, they could access data in an invalid state from the database.

- **Durability**: means that once a successful transaction result is persisted in a database, it will be permanent and never get lost even in case of power loss, crashes, or errors. To defend against unexpected cases, transactions must be recorded in a hard disk instead of a volatile memory. The concept of durability allows the developer to know all the transactions have been permanently stored in database, regardless of what happens to the system later on.

2.3.4 Schema

In RDBMS, data is organized in tables. A Table consists of a set of tuples and represents a relation. Each column in the table called an attribute that describes a certain domain
and the attribute (also called fields) is usually named. One or a group of columns can be specified as a table’s primary key. The primary key are used to uniquely identify a row. To design a relational schema, the **Entity-Relation (E-R)** Model is often used to mapping the real world into relational model. The ER-Model represents the relation between entities. In order to reduce data redundancy the **3-Normal Forms (NF)** are always considered during the database design. 3-NF is introduced by the inventor of the relational model, Edgar F. Codd, which is used to organize the fields and tables in a relational database in order to minimize redundancy and dependency. The core idea of 3-NF is to divide a large tables into smaller tables according the relationship between them. Figure 2.3 shows a simple example of E-R model and the corresponding relational table.

Figure 2.3: A simple E-R model and relational data model

### 2.4 Limitations of RDBMS in MMORPG

As we discussed above, one single node Database System is impossible to satisfy the requirements of data accessing in a MMORPG with highly concurrent players. The qualified data persistent System in an MMORPG must ensure data consistency, efficiency and scalability [ZKD08]. Unfortunately, the existing RDBMS are hard to satisfy all the requirements simultaneously [WKG+07]. Assuming we have an MMORPG running on top of RDBMS, if the number of players in this Game goes up, the database will encounter a scalability problem. Almost all relational database are support join operations, which reduce the system performance. The transaction guarantees the relational database consistency by locking some portion of the database, so this portion

---

[^3]: 3 Normal Forms: [http://de.wikipedia.org/wiki/Normalisierung_(Datenbank)]
of data is not available to other clients. This can induce the game server to very heavy workloads because locking means the clients have to wait for their turn in queue to access data. Typically, we can solve those problems by the following ways: firstly, we can add more memories, more faster processors and disks, and moving the game to more powerful computer. This way called vertical scaling. Vertical scaling has reasonably well for data but has its limitations: expensive and always need the next generation larger system. If we already have a most powerful machine but the problems still arise, the solution is similar: since one machine is heavily loaded, we can simply add new machines into the database cluster. We group data by function and spread them across databases. We also need to split data within functional areas across multiple databases. If we do so, we have to face the data replication and consistency problems in the multi-node cluster, which will never arise with single machine. Fortunately there are lots of researches on how to manage transaction and maintain ACID rules in a distributed database scenario. In order to solve the conflicts in distributed database, a locking based concurrency control are widely used. A simple example is the two-phase locking rule, which make sure that no transaction should request lock after it releases one of its locks, alternatively, a transaction should keep all locks until it has no request for another lock. Other algorithms are a little bit different, but the basic idea is also locking some data. So we want to go ahead optimize our system and try to improve indexes and queries. The Game is built and we understand the primary query paths. To avoid join operations in big tables, we can also denormalizes some data to make it more like the queries that access it. This way is somehow against the Codd’s 12 commandments for relational data. But it bring us more performance by generating some data redundancy. In short, the traditional database has following limitations when it applied to MMORPG.

1. Hard to scale-out: The RDBMS, due to its strictly ACID constraints, is hard to scale-out. As mentioned above, the MMORPG need an elastic database.

2. Performance: Relational database is based on relational algebra. It models and stores the data to relational model, reads data from RDBMS, and then models data back to their original model. This consumes considerable computing resources and hence the reading and writing are not efficient.

3. Data Complexity: Data in an RDBMS are stored in multiple tables, which link to each other through foreign keys. In MMORPG scenario, the state data are even more complex, so in this highly concurrent data accessing situation, RDBMS is not able to handle the operation efficiently.

4. Cost: In order to set up a relational database cluster, the game publisher should purchase an expensive license from the database vendor, which normally increase the cost dramatically.

Vertical scaling, also described as scale up, typically refers to adding more processors and storage to an Symmetric Multiple Processing to extend processing capability. Generally, this form of scaling employs only one instance of the operating system(IBM).
5. Structured Limits: RDMBS has a fixed schema, so that the structure of a table must be pre-defined. However, a MMORPG’s life circle is always bug-fixed. If some new features are added into MMORPG, alteration of the existing table structure.

In summary, RDBMS is good at solving certain problems, but it cannot freely scale out due to its constraints. If we want to scale a relational database, we should avoid join operation, which means denormalizing the data to achieve a better performance. In order to do that, we have to maintain multiple replications of data, which causes the development of application and database harder than before. For this reason, a new DBMS is required to address these problems. In the next chapter, we will discuss the Cloud database management in MMORPG scenario.
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3.1 Cloud Computing

Cloud computing is an increasing hot technology today. However, there are lots of definitions of Cloud computing available [VRMCL08][BBD+08][GK08]. Most of them are either too general or too specific. From technique, commercial or users’ perspective, here is a rather fitting one from the United States National Institute of Standards and Technology (NIST).[1]

“Cloud computing is a model for enabling convenient, on-demand network access to a shared pool of configured computing resources (e.g. networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”.

Cloud computing is not a new technology rather than a new way to make use of existing technology and devices. It is a new approach to shared data and computing resources over a scalable network [Aba09]. Cloud computing system connects the huge computing pool together to provide a variety of IT services. Its core idea is unifying management, scheduling the computing resource in network and providing the end user a on-demand service [AFG+10]. It provides companies the ability to quickly react to the increasing demand on computing power. From the users’ perspective, the resource on the Cloud is unlimited scalable, instant acquirable and pay as you go.

The emergence of Cloud computing makes it possible that the computing resources (physical resources, infrastructure, middle-ware platforms and applications) can be provided and consumed as other kind of products just like gas, water and electricity. The enterprise

and users no longer have to purchase expensive hardware and maintaining infrastructures but could rent these computing resource via internet. The Cloud computing technology will bring the computer industry a essential and revolutionary change.

3.2 Cloud Computing Service Model

The service models of Cloud computing can be typically categorized to three different levels as Figure 3.1 shows. The lowest level is called **Infrastructure as a Service (IaaS)**. **Platform as a Service (PaaS)** is built on top of **IaaS**. The **Software as a Service (SaaS)** is built on **PaaS** and **IaaS**. Every layer has different aimed user groups. The essential layer, aims to be the network architects, provides more flexible resources but also needs more efforts for management. The users of **PaaS** are normally application developers but the top layer **SaaS** usually provides applications for common users. So generally the top layer has the most population of users.

![Cloud Service Model](http://aws.amazon.com)

### Figure 3.1: Cloud service model adapted from [Bok10]

- **Infrastructure as a Service** - is the lowest layer and offers the most basic services. This layer offers virtualized computer hardware resources such as databases, CPU power and memories. This layer also allows user to install their Operating system and deploy their software. By doing so, the users are free to create their own environment and gain more flexibility. However, they are also responsible for updating and patching their operations systems in this level [Var08a]. Amazon Web Server[^AWS] is a popular IaaS example.

- **Platform as a Service** - within this layer, the providers offer a computing platform which includes operating systems and programming language execution

[^AWS]: [http://aws.amazon.com]
environments. The user can develop their applications by using computing platform and tools offered by their providers. In this situation, programmers don’t need to worry about maintaining the infrastructure\textsuperscript{[VVE09]} and can better focus on the business logic. Some popular examples of this layer are Google App Engine\textsuperscript{[3]} and Microsoft Azure\textsuperscript{[4]}

- **Software as a Service** - The providers of this layer offer the users a collection of software and application programs. The users can simply use a web browser to get access to the software that the others have developed already without worrying about the back-ups and maintenance of the software. SaaS is also known as “software on demand” or “software as needed”. In this level, the users can not get access to the underlying infrastructure\textsuperscript{[VVE09]} so they have little flexibility. Google mail and Google office\textsuperscript{[5]} are popular examples for this layer.

The conflicts between efficiency, flexibility and cost of the above mentioned three different service models can be seen from Figure 3.2. The efficiency is increasing when the user moving from standalone servers to a SaaS service model and the cost can decrease but the flexibility is decreased because they cannot control the hardware.

![Figure 3.2: Efficiency vs. control\textsuperscript{[Spr12]}](image)

### 3.3 Cloud Database

Cloud database, working as a normal database for users, generally deploys a database software on top of a Cloud computing infrastructure. Cloud database may be directly accessed via a browser or Application Programming Interface (API) provider

\textsuperscript{3}Google App Engine https://cloud.google.com
\textsuperscript{4}Microsoft Azure http://www.windowsazure.com
\textsuperscript{5}Google http://www.google.com
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by Cloud database vendor. It is primarily a PaaS in the Cloud service model as we mentioned above\[MCO10\]. Many big database vendors are commercializing Cloud database into Cloud database products, such as Amazon SimpleDB\[Var08b\], Google bigtable\[CDG+08\] and so on.

Attributes of a Cloud Database

Cloud database is a new data management concept with the development of Cloud computing. But it is not simply taking a traditional RDBMS and running it in a Cloud environment. Cloud database is capable to handle large-scale of data volume and it provides availability and high scalability. We could say that, the Cloud database represents the future of database industry. A Cloud database has typically the following attributes.

- **Elasticity**: using a Cloud database, the user can add and remove nodes any time. The Cloud database could then balance workloads automatically. The MMORPG can especially benefit from this “load balancing” feature, which enables the game vendor to add or remove their storage resources in response to the number of players.

- **Scalability**: theoretically, the Cloud database has the unlimited scalability and can always satisfy the increasing demand on data accessing. For this reason, a Cloud based MMORPG can simply hold large amounts of players’ data and heavy accessing pressure by simply adding new nodes in the cluster.

- **High availability**: a Cloud database has normally high availability because the nodes in the cluster are distributed in different physical locations and the data are duplicated so that every node holds only a subset of the whole data. This ensures the whole database always available even in case of single node failure or data unavoidable emergency.

- **Low-cost**: Cloud database applies typically a multi-tenancy. That means the user can rent the database from a database provider, so they could save the cost for maintaining infrastructure and human resources. A big Cloud database cluster can provide services for many users, so the using-cost will also be reduced. When a user rent a Cloud database, the cost for purchase of hardware and software can be avoided but the payment for consumed resource is necessary.

There are also some drawbacks. For example, all the users share the physical resources in a Cloud infrastructure, the data security and privacy cannot be guaranteed\[MT05\]. Moreover, without maintaining the infrastructure means users cannot fix some unexpected problems in time.
3.3.1 SQL Database vs. NoSQL Database

In this section, we will make a simple comparison between SQL database and NoSQL database. There are many differences between SQL and NoSQL database from different aspects. In a RDBMS stored structured table, the data in the table can be queried by using standard SQL language, which NoSQL don’t have. NoSQL, is a summary term describes a set of non-relational databases, may scale out horizontally to a very large size but not guarantees ACID properties. NoSQL stands for “not only SQL”. So NoSQL is not about to do not using SQL any more, but not only limited to SQL. NoSQL is not a terminator of SQL, but an alternative or enrichment to the SQL World. Generally, SQL is not in minority compare to NoSQL, It is still the first choice for most database problems. SQL database exists for a very long time and almost everyone who works related with programming is familiar with relational database. In addition, with the development of many extensions of SQL systems, working with SQL system becomes more and more easier. In the SQL database field, it has a big amount of mature products and a large number of tutorial, support, etc. available. That is why SQL database still remains the first choice position for all database problems. We will now give a short comparison from aspects of scalability, performance and consistency between SQL database and NoSQL database.

- **Scalability:**

  The historical NoSQL database models are aimed to fix some disadvantages of RDBMS. Scalability is one of the most important characters for distributed database and it is also the main reason why NoSQL comes into the world. Especially the horizontal scalability, the horizontal scaling of a SQL database requires more administrative overhead after it scale out to a certain size, the performance of the scaled SQL database will decrease significantly. While on the other hand, NoSQL don’t need a fixed table structure that makes NoSQL particularly suitable for scaling out. The architecture of many NoSQL databases are also running on inexpensive computers for data storage. Normally, the NoSQL system can reach a very high scalability by simple adding new nodes into the cluster, even during the runtime. NoSQL systems can provide well and stable scalability constantly despite of the high volume of data. So the NoSQL database is superior compare to SQL database with the aspect of scalability.

- **Performance:**

  With similar reasons as in the scaling, the NoSQL databases has flexible schema, no join and n lock, that makes NoSQL databases are more efficient than the SQL databases. One of the reasons why NoSQL exists is that SQL systems has limited performance when it extends to a certain scale. The performance of NoSQL is much more better than SQL nevertheless of writing or reading. When the data volume increase, the contribution of a flexible schema and scalability to the performance of the database is more obvious.
• **Consistency:**
  Some NoSQL systems support the idea eventual consistency instead of fully consistency in RDBMS\cite{Vog09}. This property does not guarantee that the user’s read always returns the latest value after the update. In order to return the up-to-date value to all users, a number of conditions must be met. Some middleware appliances (such as CloudTPS for Google’s BigTable and Amazon’s SimpleDB\cite{ZPC11}) also exists, which are adding full ACID features to some NoSQL systems. In this type of database, it can determine which operation is governed by the ACID and which is by "Eventually consistency". But even so the NoSQL in terms of consistency is still not as strong as SQL, because SQL database has an absolute consistency which means it doesn’t allow any inconsistent state exists. When choosing the type of database, users have to decide which is more important for them, a good consistency or good performance.

### 3.3.2 Data Model

In contrast to the standard SQL databases, there are a few types of supporting data model of the NoSQL databases. So there are several subtypes of NoSQL as following\cite{TB11}.

- **Document-style**: a document-style stores data recorder consist of a set of key-value pairs with a payload. Simple example are MongoDB\footnote{MongoDB: http://www.mongodb.org/} or OrientDB\footnote{OrientDB: http://www.orientdb.org/}.

- **Key-value stores**: which stores key-payloads pairs. This style database is usually implemented by distributed hash tables. It is generally called key-value stores for simplicity. Simple key-value stores example are Apache Hadoop\footnote{Apache Hadoop: http://hadoop.apache.org/} RiaK\footnote{RiaK: http://basho.com/riak/} or Amazon’s Dynamo\footnote{Dynamo: http://aws.amazon.com/de/dynamodb/}.

- **Wide column store**: this kind of database stores data tables as sections of columns rather than as rows. Some examples fall into this category are HBase\footnote{HBase: http://hbase.apache.org/} Cassandra\footnote{Cassandra: http://cassandra.apache.org/} and Amazon SimpleDB\footnote{SimpleDB: http://aws.amazon.com/cn/simpledb/}.

There are probably two reasons for users to chose a NoSQL database as storage system: performance and flexibility. From the performance point of view, managing RDBMS’ distributed data across several sites is very complex and the RDBMS multi-nodes structure is hard to maintain. Storing different types of data into a RDBMS has low flexibility because all the data stored in a RDBMS must be normalized to conform to a rigid relational schema. The user needs something with more flexible data structure.
NoSQL database should be considered in the situations when a SQL database has reached its limitation or fulfills the resource-consuming task that induces the SQL system need to be distributed. NoSQL database with better horizontal scalability, can manage much larger amounts of data without hitting limitation of storage. For complex storage requirements, such as storing of unstructured data, video, audio or image files in the same area, some NoSQL databases support tree-shaped structures of the meta-data without a firmly defined data schema. Although there are a verity of files should be stored, the NoSQL databases can store them well and easily, because the data no longer have to be forced into tables and relations.

### 3.3.3 ACID vs. BASE

The ACID properties are the essentials rules for RDBMS, which guarantees RDBMS transaction works reliable. But they are also the obstacles of the distributed database system. Distributed database system cannot guarantee the full ACID properties, but support BASE instead of ACID \[\text{Pri08}\]. BASE is derived from the CAP theorem which is proposed by professor Eric Brewer in 2000 in University of California\[14\]. In 2002, Seth Gilbert and Nancy Lynch from MIT has proofed the correctness of this theorem \[GL02\]. The CAP theorem is now the basic foundation while describing a distributed database. The CAP explains the tradeoffs between the consistency, availability and partition tolerance, and explores that a distributed system cannot have all of them simultaneously but only two of them can be selected at the same time \[Bre00\]. Figure 3.3 shows the CAP theorem, from which we can see that, the three circles has no common area.

- **Consistency**: means the data on all nodes of the distributed system is consistent. If one client has written something to an arbitrary node successfully, the changes

---

will simultaneously propagate to all the other nodes. The system is thus able to return readers the same result at the same time.

- **Availability**: guarantees that every request can receive a response from the server, even the request is failed. In practice, it is more meaningful to bounded the response in an appropriate time.

- **Partition Tolerance**: means the system will continue working even in case of messages lost between nodes or parts of the system is failed.

![Diagram](image)

Figure 3.4: The popular databases products in different group of CAP adapted from [Hew10]

According to CAP theorem, we have the following choice when we design a system. Figure 3.4 shows the corresponding database products in different grouped classifications. All systems can only support at most two of these properties. Those three groups are three distinct combinations of CAP and each with different characteristics. The horizontal scaling strategy of a Cloud database is based on data partitioning, therefore, Cloud database is forced to choose one between consistency and availability [Pri08].

- **Group CA**: this group of system is primarily provides a consistent and available service. The relational database falls usually into this category, because RDBMS will first guarantee all nodes availability and consistency. The RDBMS normally run on a high available network and servers, thus it’s not so necessary for them to deal with partition.
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- **Group CP**: distributed systems with this combination usually have strongly consistency even in the presence of partition. However, the nodes in the partition may not be able to respond to requests when they are waiting for the latest updating data. In this case, the system becomes unreachable. Hence, the availability cannot always be guaranteed in this group. Some example products are Google Bigtable, MongoDB, Habse etc.

- **Group AP**: has very high availability and partition tolerance. However, it cannot be always consistent. Some distributed systems, such as DNS (Domain Name System) and Cloud computing which need high availability, will take this combination. Cloud platforms rely on a horizontally scaled cluster and its workloads are also distributed in the whole system. Therefore, a Cloud application must have the tolerance to the failures. The example systems in this group are Cassandra, CouchDB, Riak etc.

As we introduced before, ACID in RDBMS make sure that the database has a consistent state after every transactions. For a distributed NoSQL database, it is enough to eventually be in a consistent state. So the BASE consistency model is widely used in NoSQL systems. BASE is not like ACID that forces consistency at the end of every transaction. BASE is optimistic and accept a eventually consistency which mean all nodes will reach to a consistent state after a reasonable time. It sounds a little bit hard to deal with but in reality it is quite feasible and leads a higher scalability that cannot be achieved by ACID.

- **Basic Availability**: refers to the perceived availability of the data. It ensures that the whole system will stay operational in case of single node fails. This single failure will only impact on the users whose data is on the failed machine. A simple example about MMORPG is: the MMORPG players’ data are partitioned across five database servers. If one of them is not reachable, only 20 percent of the users whose data is on that particular host cannot get their data and the other players will not be aware of this failer. So it remains the whole system higher perceived availability.

- **Soft-state**: indicates that the system will change state without users’ intervention. The state of the data may be changed without inputting over time due to the eventual consistency model. A simple example can illustrate this point. In an MMORPG, the players can transfer their money or objects to other players. The operation will be decoupled into two, one is taking the asset from one player and another is giving the asset to the other player. There is a time lag between sending and receiving, in which the asset has left one player and not immediately received by another. However, from the players’ perspective, this lag is invisible or certainly tolerable. We consider the system’s behaviour is consistent and acceptable to the players.
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<table>
<thead>
<tr>
<th>Cloud “Native”</th>
<th>Cloud capable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Relational Database Service (RDS), FathomDB, Microsoft SQL Azure</td>
<td>IBM DB2, IBM Informix Dynamic Server, Microsoft SQL Server, MySQL, Oracle, PostgreSQL, Sybase, Vertica, ...</td>
</tr>
<tr>
<td>Amazon SimpleDB, Google AppEngine Datastore</td>
<td>Hypertable, MongoDB, HBase, Apache CouchDB, Apache Cassandra, Project Voldemort, ...</td>
</tr>
</tbody>
</table>

Table 3.1: Classification of Cloud database products adapted from [MCO10]

- Eventual consistency: means all nodes of the system will be in a consistent state after a certain time. It is informally guarantees that, all the accesses to a item will return the latest value if there is no new update made to that data item [Vog09]. In contrast to ACID, BASE provides less consistency, so the client would possible receive the stale state. This is totally acceptable in a SNS system that a user has several seconds later to see his or her friend’s status updating. In an MMORPG, part of the data also do not need strong consistency, for example, the existence of a tree in the map or the synchronization of a bird animation. Those informations are allowed to be different among the game clients.

3.4 Cloud Database Products

Lots of Cloud databases are provided for developers by database vendor. Those database alternatives can be categorised into three groups, “Cloud native” relational database, “Cloud native non-relational database” and “Cloud capable relations/non-relational database” [MCO10]. Cloud “native” relational database is a fully featured relational database running on Cloud while let the users free to worry about infrastructure management and database administration. Cloud “native” non-relational database enables a simple index and query functions without administration and with seamless scalability. Cloud capable relations/non-relational database is running on virtual machines with many operating systems and DBMS. The users can install a new database server to avoid the provision of infrastructure and hardware and in this way the users would get complete control over the administrative and tuning tasks [MCO10]. The examples of each classification are shown in Table 3.1.

As mentioned above, relational database has to subject to ACID constraints so it has very limited scalability and its performance is also not good with very large scale. To address our MMORPG big data volume and scalability problem, we intend to apply a NoSQL Cloud database. In next section, the foundation of NoSQL will be explained, and here we want to introduce some NoSQL products firstly. In NoSQL, there are different categories of databases exists.
Apache CouchDB is a document-oriented database. It offers incremental replication with conflict detection and resolution. MongeDB is also a document-oriented database, which provides a relatively complete function. It has the new generation of Mast/Slave Replication to ensure data distribution. Those two databases are not suitable for MMORPG game data storage due to document-oriented feature.

Redia is a key-value store and has perfect support for list and set. The data are stored in the memory so the writing and reading operations can be execute very fast. However it has very limited distributed feature\cite{SULS09}. It is more suitable for BBS rather than our MMORPG.

HBase is an open-source, distributed and column-oriented store like Google’s Bigtable. It provides Bigtable like capabilities on top of Hadoop\footnote{Hbase \url{http://hadoop.apache.org/hbase/}}. Cassandra is a highly scalable distributed key-value store. It brings Dynamo’s decentralized design and Bigtable’s Column Family database model together \cite{LM10}. Cassandra is open-source and it has a very active community.

After Comparison of those NoSQL database and according to some studies such as \cite{TB11}, we think Cassandra is the most suitable alternative for our testbed, In addition, paper \cite{DSWM13} also recommended Cassandra as a underlying storage system of MMORPG. Because Cassandra is open-source, has highly scalability and decentralized structure, there is no single failure in Cassandra and its document and tutorials are also very enriching. Moreover, we could find some supports or advises from some active communities when we meet some problems since there are many experts are investigating Cassandra.

### 3.5 MMORPG Data Storage in Cloud Database

After the discussion about the differences between RDBMS and Cloud Database, we can find that, RDBMS are still the first solution for most of applications. Cloud database with NoSQL provides us better scalability, availability and the ability to handle big data volume with the sacrifice of consistency. Cloud database are more suitable for the web applications such as SNS which have little demand on consistency. However, in an MMORPG, the availability and scalability is somehow more important than consistency. So we choose the Cassandra as the backend database for the prototype. To adopt a Cloud database in MMORPG, the MMORPG data must be classified and organized so that part of the MMORPG related data can be more suitable to be stored in a Cloud database. There is a study has reached this problem\cite{DSWM13}. The author has classified the data into four data sets and managed them regarding their requirements respectively.

- **Account data**: the user’s account informations fall into this group, such as user’s ID, password and account balance. This kind of data are used to identify a user and for billing purpose.
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<table>
<thead>
<tr>
<th>Data</th>
<th>Consistency</th>
<th>Performance</th>
<th>Availability</th>
<th>Scalability</th>
<th>Partitioning</th>
<th>Flexible model</th>
<th>Simplified processing</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Account Data</td>
<td>★ ★ ★</td>
<td>★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★</td>
</tr>
<tr>
<td>Game Data</td>
<td>★ ★</td>
<td>★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★</td>
</tr>
<tr>
<td>State Data</td>
<td>★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★</td>
</tr>
<tr>
<td>Log Data</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★ ★</td>
<td>★ ★ ★ ★ ★ ★ ★</td>
<td>★ ★ ★</td>
</tr>
</tbody>
</table>

Table 3.2: Data classification and requirements analysis adapter from [DSWM13]

- **Game data**: includes the basic data for supporting the virtual game world such as game map information, NPC locations, meta-data (name, race, appearance and etc.), system logs and game rules. Those informations are generated and managed by game developers and will not be frequently modified.

- **State data**: represents the character’s informations of a player. The player’s skills, inventory and attributes are modified constantly. This group of data is stored in an in-memory database and persisted to disk periodically.

- **Log data**: contains the user’s chat and operation logs. Log data are recorded for analysing purpose, such as user’s behaviours in the game and essence statistics to evaluate the game. This kind of data is important for game vendor to improve the game and know their customers.

The author summarized the requirements for consistency, performance, availability, scalability, partitioning, flexible model, simplified processing and security of the four groups data in [Table 3.2]. From the table we can see that, the account data have high requirement on consistency, availability, security and do not need too much scalability, hence in order to protect this kind of data and ensure the transaction operations on account data, the author purpose to persist this group of data in a RDBMS. The Log data need to be continually appended and stored in database for a long period of time, the data volume will be extremely large. Thus it will be stored cross many nodes and be protected securely. The game data are not be modified regularly but be frequently accessed, so they need highly availability and must be partitioned. State data are modified constantly by large number of concurrent players. Those data should be processed in real-time and persisted on disk efficiently. With the development and improvement of a MMORPG, the state date change and enrich a lot, hence a flexible model is important for lower the developing cost and complexity. They should also be stored partitioned for load balancing and improving the availability. Hence the state data have highly requirements on most of the aspects mentioned above. This idea provides the basic storage concept and inspires the prototype. In my thesis, the author’s propose with Cloud database management for MMORPG will be implemented and the prototype will be tested.
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4.1 History and Development
Cassandra is an open-source distributed key-value store which is capable to handle large data volume across many commodity servers. It was initially developed by Facebook for its Inbox Search feature and in March 2009 it became an Apache project. Cassandra has adopted the column family data model from Google BigTable and the decentralized architecture of Amazon Dynamo. It brings the advantages of both databases and provides high availability with no single point of failure. Cassandra was designed to handle data spread across multiple geographical regions. The development of Cassandra is very fast. Many changes have been made, and more and more advanced features have been added to the new version since Cassandra was released. It has an active community and lots of users. Cassandra is now applied to commercial products by a lot of companies, such as Digg, Reddit and Twitter.

4.2 Cassandra Data Model
In this chapter, we will give an introduction of the data model that Cassandra have adopted. Some new terms in Cassandra in associate with data model will be also explained. Cassandra data model is schema-optional and column-oriented. Schema-optional means that the users can customize the data model according to data storage and access requirement. The following are the basic data model related terminologies in Cassandra.

Column
A column is the smallest unit in the Cassandra world, which consists of “name”, “value” and “timestamp” as Figure 4.1 on the next page shows. For clarity of this structure,
Figure 4.1: The structure of a column

here is an example of a column represented with JSON\textsuperscript{2} notation. 
{
 "name" : “email”
 "value" : “sample@gmail.com”
 "timestamp" : 1368472612939
}
This example shows the column has a name “email” and its value is an email address. Timestamp is used for conflict resolution on the server side. It is a Java long type which records the last time the column was updated. The timestamp is usually provided by clients along with the value when they trying to write\textsuperscript{[Hew10]}.

Row

In order to group the column values together, we need a container called Row. A rowkey in a row is used to uniquely identify this group of columns. However, in Cassandra, it is not forced to have same number of columns in every row. In other words, the row may have different set of columns as Figure 4.2 shows. A single row doesn’t have a timestamp, only each columns contained in a row has its individual timestamp. The columns stored in a row has a specific order, which will be explained later.

\textsuperscript{2}JavaScript Object Notation
Column Family

In Cassandra, we define column family to be a logical view, which group the similar data together. The column family is somewhat analogous to a table in a RDBMS. For example, we might have a player column family, an inventory column family, a chat log column family and so on. A column family is a container which holds an ordered collection of rows. Every row in a column family holds a collection of ordered name-value pairs. We can use a JSON-like notation to describe a game user column family as follows:

```json
Player{
    rowkey:player001 { name: player1, race: human, level: 12, email: sample@email.com, address: sample }
    rowkey:player002 { name: player2, race: night elf, level: 23, birth: 10/1985 }
    rowkey:player003 { name: player3, race: human, level: 33 }
    rowkey:player004 { name: player4, race: Orc, level: 18 }
}
```

While we define a column family, we can specify how column names are sorted in a row and the results returned to the client are in exactly same order. The following types are support by Cassandra column family for sorting the column name: AsciiType, BytesType, LexicalUUIDType, IntegerType, LongType, TimeUUIDType or UTF8Type [Hew10]. Figure 4.3 gives us a more intuitive view of how data stored in a column family.

![Cassandra column family stores sorted rows and columns](image)

Figure 4.3: Cassandra column family stores sorted rows and columns
### KeySpace

Keyspace is the top level container that used to group column families together. It is similar to a schema in a RDBMS. Typically there is only one keyspace for each application in a cluster. When we define a keyspace, a “replication factor” must be specified. A “replications factor” indicates that how many replicas this keyspace will be copied on. Hence, data that have different replication requirements should be stored in different keyspace.

### Cluster

From a logic view, cluster is the outermost container for keyspaces. A Cluster can have a variety of keyspaces. From a physical view, cluster is consisted of a number of nodes, each of which holds a subset of the whole data. Cassandra Cluster is decentralized, which means those notes are identical. None of them have a special task such as performing organizing operations.

The terms of Cassandra are not totally comparable with the relational world. In order to clarify the terms more simply and clearly for the newcomers, a relational model analogy is shown in Table 4.1. This table gives a first impression of the transition from a RDBMS to Cassandra, but the design concepts and underlying technologies are completely different.

### 4.2.1 Cassandra Ring

Cassandra supports elastic scalability, which means a Cassandra cluster can seamlessly scale out and scale down [Fea10]. This feature is particularly desired by an MMORPG storage. When the number of players goes up, Cassandra scales the system by adding new nodes; when it comes down, Cassandra removes some nodes for saving cost. As we introduced above, a cluster is consist of a number of nodes, each of which holds partial data. The nodes in Cassandra are arranged in a logical ring. Cassandra assigns a range of data to a particular node by calculating tokens. Each node is responsible for the range of itself (inclusive) and the predecessor (exclusive) [Dat13]. When there is a datum need to be stored, the system will calculate the row key of this datum to a value of token and store this datum to the node which includes this token in its assigned token range. The copies of datum in Cassandra are called “replicas” and

<table>
<thead>
<tr>
<th>Relational Model</th>
<th>Cassandra Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>Keyspace</td>
</tr>
<tr>
<td>Table</td>
<td>Column Family</td>
</tr>
<tr>
<td>Primary key</td>
<td>Row key</td>
</tr>
<tr>
<td>Column name</td>
<td>Column name</td>
</tr>
<tr>
<td>Column value</td>
<td>Column value</td>
</tr>
</tbody>
</table>

Table 4.1: Relational model analogy
normally how many replicas should be stored is determined by “replication factor”. There are many strategies available for replicas storing, such as simple strategy and network topology strategy. When a user creates a key space, she/he has to specify the replica placement strategy. If the strategy is not specified, the simple strategy will be taken as default. When the users sets a relatively higher replication factor, the data will be consequently replicated to the other nodes. Every node stores partial data from the other nodes to ensure the availability of the database in case of failures. Assuming that we have a five nodes cluster as Figure 4.4 shows,

![Figure 4.4: Cassandra cluster ring adapted from Dat13e](image)

if we set the parameter “replication factor” as 3, then all the data will have 3 replicas in the cluster and every node stores its own primary key range and also holds the replicas of its next node clockwise in the ring. Such as Node D, it is hosting not only primary copy of key Range from C to D and also the replicas of key ranges from B to C and A to B. Key range from A to B is stored primarily on node B and it will be duplicated on node C and D. When a node B crashes, the clients can also get response from C and D. The data which B owned will be also transferred to C. The more detailed illustration can be seen from Table 4.2 on the following page. If we want to scale this cluster, we just need to add a new node into the cluster, and the system will automatically rebalance the data and sending the new node to work.
### Table 4.2: Replicas table

<table>
<thead>
<tr>
<th>Node</th>
<th>Primary copy</th>
<th>Next node</th>
<th>replicas “clockwise in the ring”</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>E→A</td>
<td>B</td>
<td>C→D, D→E</td>
</tr>
<tr>
<td>B</td>
<td>A→B</td>
<td>C</td>
<td>D→E, E→A</td>
</tr>
<tr>
<td>C</td>
<td>B→C</td>
<td>D</td>
<td>E→A, A→B</td>
</tr>
<tr>
<td>D</td>
<td>C→D</td>
<td>E</td>
<td>A→B, B→C</td>
</tr>
<tr>
<td>E</td>
<td>D→E</td>
<td>A</td>
<td>B→C, C→D</td>
</tr>
</tbody>
</table>

#### 4.3 Transaction and Concurrency Control

Cassandra, like the other NoSQL databases, doesn’t support fully ACID properties and the transactions. But it does offer the atomicity and isolation at the row-level.\[Dat13a\]

##### 4.3.1 Atomicity

Cassandra supports atomicity at the row-level, that means the new inserted or updating columns in a row are performed in one atomic operation.\[Dat13a\]. Cassandra doesn’t perform multi-row update transactions as a “one or nothing” operation like RDBMS does. When a write are not successful on all nodes, Cassandra will not roll back but report this to the client. This write operation will be still actually stored to a replica.

##### 4.3.2 Tunable Consistency

Cassandra supports tunable consistency, which means during a querying a querying users can specify the level of consistency to trade for availability. Consistency in Cassandra refers to how to synchronize a row of data to all replicas.\[Dat13b\]. It provides users a chance to make trade-off between consistency and availability. The higher the consistency level for one operation is specified, the more nodes need to respond to the operation. Cassandra uses timestamps to determine the up-to-date value in a column. Timestamp is provided by client-side. If two or more nodes contain values with different timestamps, then the value with highest timestamp will be returned to the client. In the back-end, Cassandra performs a “read repair”, to be aware of one or more nodes stored a stale data which were possibly read by a client and then the system will update those nodes with the current version so that all nodes are consistent. There are several possible consistency levels for both read and write operations.\[Hew10\].

**Read Level Consistency**

- **ONE**: Level One means the Cassandra returns the record read from the first responded node. In the meanwhile, Cassandra will perform the “read repair” if there are any stale data exists.

- **QUORUM**: QUORUM means query all nodes and waiting for the majority \(((\text{replication factor}/2)+1)\) of replicas to response. The value with the most recent timestamp will be returned and if necessary “read repair” will be performed.

- **ALL**: All of the replicas in the cluster will be queried and the system will wait for all of them to respond. The latest value among all nodes will be returned. If there is any node unreachable, the read operation is consider as failed.
Write Level Consistency

For a write operation, the consistency level means how many replicas must accept the write request before a client get a response from the Cassandra. The level ANY has the highest availability by sacrificing consistency, and ALL has the highest consistency but the lowest availability. The following consistency levels are available for write in Cassandra.

- **ANY**: In this case, a write operation must be successfully performed on a minimum of one node. If all nodes in the cluster are not reachable for the given rowkey, then a “hinted handoff” will be written, this write is still considered as successful.

- **ONE**: A write must be successfully written to both commit log and memory table of at least one node.

- **QUORUM**: A write must be written to both commit log and memory table of a quorum ((replications factor)/2+1) of replicas.

- **ALL**: ensures the write operation is performed on all replicas before the client get a response.

4.3.3 Isolation

Cassandra are now supporting “row-level isolation”, which means changes to a row is invisible to any other user until the write operations are completed.

4.3.4 Durability

Cassandra writes always both in memory and in a commit log on the hard disk. In case of crash or server failure, the commit log is used to recover any lost writes on restart. So the write in Cassandra are durable.

4.3.5 Read and Write

A client’s read and write request can go to arbitrary node in the cluster. In the cluster, one single node stores only a subset of whole data. However, from the user’s perspective, all nodes are identical. Every node in Cassandra should be able to respond to the user’s request. When a client connected with a node, then the node acts as a coordinator for this client’s operation. The coordinator knows the data distribution and will help the client get the data from the right node. For a write operation, the coordinator sends the request to all nodes that stored the row being written, and all the living and available nodes will get the write regardless the consistency level specified by the clients. However, the consistency level determines how many nodes should response in order to consider this write as successful. A simple example shows in [Figure 4.5 on the next page] A
A Cassandra cluster with six nodes has the replication factor three. The client sends a write to the cluster and sets the consistency level one. In this case, the request will be send to node A, F and C that stores the rows should be written, as long as one node responds to the coordinator, the coordinator considers this write as successful and sends an positive response to the client.

![Cassandra client write request](image)

When a client sends a read request to the cluster, the coordinator forwards the request to replicas, the number of which is determined by the consistency level specified by client. The coordinator will send this request to the other replicas that did not receive the current request for background read repair. If the coordinator gets multi requested data, then those data will be compared if they are consistent. If not, the coordinator will send the most recent data with the highest timestamp back to client. The stale data on other nodes will be updated to the newest version by “read repair”. For example, we have a six notes cluster with replication factor of 4 as shown in Figure 4.6 on the facing page. The client send a read request with consistency level one. Then the coordinator E will get the request and forward it to only one (which refers to node C in our example) of the four nodes which is responding relatively quicker. Then the client will receive the data from node C. At the meantime, the coordinator will also sent the read request to the other nodes (which are A, F, B in our example) which stored the rests of the replicas. The coordinator will get all the responses from these four nodes (A, B, C, F) and compare them. If they are not consistent, the coordinator will overwrite the stale data with the latest data. This is the so called “background read repair”.

### 4.4 Query Tools in Cassandra

Although Cassandra is a newborn Cloud database, there are lots of client’s API libraries available for different programming languages. Those API libraries are created by the
engaged programmers in order to help the client side users to interact with Cassandra more efficiently. Those APIs can also support more useful features that are helpful to accelerate programming process. The are normally two ways to get access to Cassandra: one is Cassandra Query Language (CQL) client and another is Command Line Interface (CLI) clients. Programmers could choose different client APIs which fit their needs to implement a specific application running on top of Cassandra for different programming languages.

CQL

CQL was firstly introduced with the Cassandra release version 0.8. It is an interactive command line interface for Cassandra and can be found in the installed Cassandra folder. This client API is now highly recommended by the official Cassandra community. It provides user a SQL-similar syntax, which is mapped to Cassandra concepts and operations. To create a keyspace by using CQL, we can use the following syntax.

```
CREATE KEYSPACE JMMORPG
WITH strategy_class='SimpleStrategy'
and_strategy_options:replications_factor='1';
```

Listing 4.1: Using CQL creating keyspace sample

With the syntax in Listing 4.1, we can create a new keyspace in Cassandra cluster. While we create a keyspace, we can also define the “replication factor” and the “strategy” for that keyspace at the same time. In Listing 4.2 on the next page shows how we can use CQL to create a column family for players’ storage.

---

3Client CQL: http://www.datastax.com/docs/1.0/dml/using-cql
4Client CLI: http://www.datastax.com/docs/0.8/dml/using-cli
CREATE COLUMNFAMILY gamePlayer (    rowkey varchar PRIMARY KEY,    usename varchar,    email varchar,    session_token varchar,    state varchar,    birth_year bigint);

Listing 4.2: Using CQL creating column family sample

After the column family was created in a keyspace for the JMMORPG, we can insert some values into this column family. The syntax is very similar like what we did with SQL, as Listing 4.3 shows.

| INSERT INTO gamePlayer (rowkey, password)        |
| VALUES ('player1', 'sample@gamil.com');          |
| SELECT * FROM gamePlayer WHERE rowkey='player1'; |

Listing 4.3: CQL insert and select sample

From the samples above we can find that CQL is aimed to be similar as SQL. This makes CQL very easy to learn and to use. In another word, programmers who are familiar with SQL can simply work with CQL in Cassandra. Moreover the official community of Cassandra also recommends that new applications should be developed with CQL instead of raw Thrift.

CLI

The Cassandra CLI client utility is a low-level Thrift RPC-based command line interface. It supports basic data definition language(DDL) and data manipulation language(DML) for a Cassandra cluster. CLI is released along with every Cassandra version and is the primary tool to interact with Cassandra before version 0.8.[Dat13c]. When a Cassandra instance was installed, the “cassandra-cli” tool can be found in the bin folder. A Cassandra user can use CLI to connect to remote nodes in the cluster and to create/update schema or retrieve data. The first thing needed to be done to start using Cassandra is to create a keyspace for our MMORPG. The following syntaxes are available for doing that.

Because raw Thrift is a low-level API, it is inefficient in the programming environment. The programmer can also choose a high-level client API for their language. Lots of high-level APIs with convenient features are available such as Hector\(^5\) for Java, Aquiles\(^6\)

for .Net and Fauna\footnote{Ruby Clients API: https://github.com/twitter/cassandra} for Ruby. The basic permissible operations on database are the following APIs.

- **insert**(table, key, rowMutation): specify the name of a distributed column family and the unique rowkey of the row which need to be inserted.

- **get**(table, key, column): specify the name of the column family and the unique rowkey of the row which will be queried along with the column name.

- **delete**(table, key, column): a name of the column family, the rowkey of the row which should be deleted and the column name.

Those three operations are the most basic fundamental and essential APIs which are supported by Cassandra. In practice, some more advanced tools are also available. The basic CLI syntax based on the APIs are a little bit different from CQL. In the MMORPG prototype, Listing 4.4 shows the syntax that is used to create a JMMORPG keyspace and to change the current word context to the created keyspace.

```sql
CREATE KEYSPACE JMMORPG
with placement_strategy = 'SimpleStrategy'
and strategy_options = [{replication_factor:1}];
use JMMORPG;
```

Listing 4.4: CLI creating a keyspace

This works exactly the same as CQL. The Listing 4.5 shows how to use CLI to create a column family.

```sql
CREATE COLUMN FAMILY gamePlayer
WITH comparator = UTF8Type
AND key_validation_class=UTF8Type
AND column_metadata = [
{column_name: full_name, validation_class: UTF8Type}
{column_name: email, validation_class: UTF8Type}
{column_name: state, validation_class: UTF8Type}
{column_name: gender, validation_class: UTF8Type}
{column_name: birth_year, validation_class: LongType}
];
```

Listing 4.5: CLI creating a column family

We have a keyspace and a column family now. Then we can use the syntax shown in Listing 4.6 on the next page to insert some rows. With CLI we can only set one column at a time with a SET command.
Once the keys and values are inserted, the GET command in 4.7 can be used to retrieve a particular row from a column family. LIST command can return a batch of rows and their associated columns.

Listing 4.6: CLI set users information

```
SET gamePlayer['player0001']['full_name']='Shuo Wang';
SET gamePlayer['player0001']['email']='shuo2.wang@st.ovgu.de';
SET gamePlayer['player0001']['state']='MD';
SET gamePlayer['player0001']['gender']='M';
SET gamePlayer['player0001']['birth_year']='1985';
```

Listing 4.7: CLI get uses information

```
GET users ['player0001'];
LIST users;
```
5. Design and Implementation

5.1 Starting Point

For the purpose of studying a Cloud-based MMORPG as well as evaluating its robustness and performance, we will design and implement a game platform that can be used to evaluate typical aspects of MMORPG. This platform consists of a client side and a server side. The server side should have a simplified game logic, such as receiving the commands from clients and sending game states (e.g. players’ movements, chatting and trades) back to clients. For the prospect of this platform, the future work should be concentrated on the extension ability for furthering functionality, for instance, battle, player interact with non-player characters and so on.

5.1.1 Infrastructure

Hardware/Resources

For running this prototype test environment, we got 8 virtual machines with Ubuntu operating system from our university. Each virtual machine has a 2266MHZ CPU, 8 GB memory and 91GB hard disk. For the security reasons, those virtual machines cannot be accessed outside directly. We have to first use Security Shell (SSH) protocol to connect a stepping stone server and then get access to the virtual machines via it indirectly. Those virtual machines will be used to deploy Cassandra cluster and game servers. The detail Infrastructure of our prototype show in Figure 5.1 on the next page.

Software/programming language

In this paragraph we will briefly introduce the technologies and software we are using for developing the test environment. As we analysed above, Cassandra is the most suitable open source Cloud database for the Cloud-based MMORPG due to its high
performance and scalability. The latest version of Cassandra while I am writing this chapter is 1.2.5. Cassandra is written in Java, which is one of the most popular programming languages in the world and has the crossing-platform ability. For running the instance of Cassandra, the Java Development Kit (JDK) 1.6 is needed. Because of this reason, Cassandra has the most compatibility with Java environment and most of the existing relative mature tools are supported in form of Java libraries. With those libraries we can accelerate the development process. So we are also using Java as programming language for implementing this test environment. As we know, a reliable network infrastructure is important for an MMORPG. In our prototype, we are using Darkstar to realize the communication between client and server. Darkstar is an Apache project which is specifically designed for MMO game network architecture. we will give further introduction about Darkstar later.

5.1.2 Functional Requirements

The main purpose of this thesis is implementing a prototype to simulate an MMORPG running on a Cloud database. The prototype should comprise the following functions:

- A simple architecture of game’s server side and client side, where a potentially high number of clients and game servers can be started.

- All of the game data should be stored in a Cloud database, which is Cassandra here.

---

3. [DarkStar Website](http://sourceforge.net/apps/trac/reddwarf/)
• Game server side should contain a simplified game logic that implements simple players’ movements on a map and interactions.

• Game client side should have a GUI (graphical user interface) which is capable to connect and communicate with game server. The user can use this client to interact with other users and also receive the state changes sent by game server.

• The test environment should have the ability to start a specified number of clients and servers. Those servers are used to evaluate the performance of Cassandra in MMORPG.

5.2 Prototype Architecture

According our analysis and the available hardware resource, we decide to use the architecture which is described in Figure 5.2 for the testbed.

The client and server communicate via a socket server. The socket server is supported by a project Darkstar. Later we will briefly introduce the project Darkstar. The
game server stores game logic and manages game state data when the game is running. The database layer deals with the basic data accessing operations. It is responsible for data querying and inserting in all underlying column family which hosts the game player information, inventory information, user logging, user statistics and game world information in Cassandra cluster. A game player connects to the Darkstar Server by giving their credential information. When the user login is successful, the user can then create or choose a hero to play the game. Darkstar Server is response for calculating the world state and user state in associate with commands sending by players.

5.3 MMORPG Database Schema Design in Cassandra

As we mentioned in Section 3.3 on page 15 and Chapter 4 on page 25. The design concepts between Cassandra and RDBMS are different. In order to make the reader a clearer understanding of game database schema design in Cassandra, we organize this chapter like this: Firstly, we will map all game entities to a RDBMS so that the reader can have a intuitive understanding of game database; Secondly, we will explain the different design concepts between Cassandra and RDBMS; Finally, We will present our solution in Cassandra.

5.3.1 Traditioanal Game Database Schema

If we are building a new data-driven application running on top of a RDBMS, we should firstly analyze the domain, then model it as some normalized tables, and at last set foreign keys to refer to related data in other tables. Here we will use the game entities required in our prototype as an example to introduce the game database schema in RDBMS. The basic basic entities as well as table design in a relational model is as follows:

- **Users**: This table stores the basic information of users. Actually, in order to achieve a high consistency and security, this part of data should be stored in a RDBMS as we analyzed in [Chapter 3 on page 13](#). To reduce the workloads of the account server, user data used during the game will be replicated in Cassandra. But the account related data for billing purpose will not present in Cassandra.

  ```
  User[ userId, userName, password, Gender, Email, lastAccess, registerDate]
  ```

- **Hero**: This table stores the characters’ information created by users. Normally, a user in an MMORPG can create more than one character. For this reason, the user table and hero table is one to many relationship. For example, when a user logs out of a game, the position information (map and coordinates) of her/his hero must be recorded to the hero table. In this way, the user can get the last position information of her/his hero and continue the game, when she/he logs in.

  ```
  ```

  Underline means it is a primary key
in to the game again. In addition, the heros’ basic attribute such as attack or
defence level should also be stored in this table.

Hero[heroId, userId, heroName, level, raceId, hp, hpMax, magic, magicMax, attack, defence, mapId, positionX, positionY, money]

- **Inventory**: This table stores user’s private items gained during the game. user’s sword, armour and some other items will be persisted here. It refers to the hero table and item table. One user can have more than one hero, and each hero has its own inventory.

Inventory[inventoryId, heroId, itemId]

- **Logs**: For monitoring the user’s behaviour, part of the user’s operations will be recorded and stored in this table. This table can be very large over time and hence it becomes hard to maintain. It could consist of a primary key logId, a userId to identify the heroes, and the action associated with the performed time.

Logs[logId, userId, action, time]

- **Item**: It stores the items which are defined by developers in the game world, such as a sword, a armour and so on. For simplify the structure, we assume that all the item types are in standard with the basic attribute, i.e. no specific item with additional attributes such as attack plus exist.

Item[itemId, itemName, price, description]

- **Maps**: The game’s map information goes into this table. While a user is trying to login the game, the system will firstly figure out which map her/his hero was in and send those information to the client. The client will load the map and present the hero in the previous position. Of cause, the user who logs into the game for the first time, will have a uniformed predefined map and location.

Maps[mapId, mapname, size, path]

- **NPCs**: This table contains all the NPC(Non-player character) information in the game world. This table will be typically loaded firstly when the game is started. Unless there is an update for the game which needs to add new NPCs, the content of this table will remain relatively stable.

NPCs[npcId, mapId, type, description]

- **Skills**: The hero of a user will always learn new skills, and all heros’ skills will be stored here. Every hero can have different skills and some skills are only for certain race adaptable. There is no skill design in our prototype, so this table exists only for the extension purpose.

Skills[skillId, skillName, raceId, description]

\(^5\)Unterwave means it is a foreign key
\(^6\)Hit Point
Figure 5.3: E-R model design of prototype
With those information, we can create a relational data model in traditional way. In Figure 5.3 on the facing page shows a E-R model according the above analysis. It gives us an intuitive view about how this system’s data is constructed. Next we will illustrate the different design concepts in Cassandra and give a column family design to show how the data is constructed in the NoSQL Database.

### 5.3.2 Different Design Concepts

Cassandra is a new Cloud database and it has total different data structure from RDBMS. We have discussed a lot about the comparations between RDBMS and Cassandra, and now we will illustrate the differences in practice designing by using Cassandra with the example of our prototype. The following are some important different design concepts between Cassandra and RDBMS [Hew10].

#### No Query Language

The relational database uses a standard SQL as query language. Cassandra stores key-value pair and has no query language. But Cassandra has an API so that we can access through Remote Procedure Call (RPC) serialization mechanism. Thrift is the basic API for Cassandra. There is also higher level API such as Hector [7] that provides more useful functions. We will discuss it later.

#### No Referential Integrity

Normally there should be a relation between Tables in RDBMS. We could specify a foreign key in one table to reference the primary key in another table. Cassandra has no such concept of referential integrity, hence there is also no join in Cassandra. However, it is still a common design requirement to store a unique ID to relate to other entities in other column families, but the cascading deletes are in this situation not available [Hew10].

#### Secondary Indexes

Secondary index is a feature in Cassandra. Assume that we want to find a user’s ID by specifying her/his email. In a RDBMS we can use a query in traditional way like in Listing 5.1 shows:

```sql
SELECT playerID FROM gmaePlayers WHERE email='example1@gmail.com';
```

Listing 5.1: SQL syntax sample

If we only know the user’s email and we want to find this user’s ID, this query will be helpful. The RDBMS handles a query like this by performing a full table scan.
and inspecting each row to find the value we are looking for \cite{Hew10}. This will be very slow if the RDBMS is doing a scan on a very large table. Hence, the solution for this problem in RDBMS is to create an index on “Email” column. The RDBMS can look up very quickly with an indexing column. Because the primary unique key “userID” is automatically indexed, to create another index on the email column would be considered as a secondary index. Cassandra has the similar solution with RDBMS, which is secondary index. The early version of Cassandra doesn’t support secondary index and users must manually maintain a copy of data in a column family as index\cite{8}. Now this feature is used as a standard feature and is integrated in the latest release of Cassandra.

**Sorting is a design concept**

We can easily change the order of returned values in RDBMS by specify “ORDER BY” in SQL query. If we don’t specify an “ORDER BY”, the default order is the order in which they are written. In Cassandra, the order of a column is a very important design decision. Column family’s definitions have a “CompareWith” parameter. This parameter can have different types (ASCII, Long, Integer, TimestampUUID) as we introduced in Chapter 4 on page 25. This parameter determines the order in which rows will be sorted on reads and it cannot be changed during query.

**Denormalization**

In a relational world, the normalization is a very important design concept. With normalization we can reduce the redundancy by doing join with foreign key. Denormalization is against Codd’s normal forms and it should not happen. Unlike in relational database, denormalization is quite normal in Cassandra. In contrast to RDBMS, Cassandra has the best performance when the data is denormalized.

### 5.3.3 Schema Transformation

So far we have introduced data storage mechanism as well as design concepts of Cassandra and the requirements of our prototype. As we have introduced the characteristics of Cassandra storage are in Chapter 4 on page 25. In Cassandra, all data are stored in ordered columns and the columns constitute a row which is uniquely identified by its rowkey. The column family of Cassandra is similar to a table of a relational database that contains columns and rows. However, there is no fixed set of columns like a table in Cassandra. Each row of a column family could have different set of columns. We can say that, the row is a container for columns. All columns are sorted in different types. Now we can present the column family design of our prototype as in Figure 5.4 on the facing page shows. From this Figure we can see that, we have designed five column families to store all the data analyzed above. Before we explain why those data looks like this construct, we want to firstly illustrate how data in Cassandra can be queried.

\footnote{http://wiki.apache.org/cassandra/SecondaryIndexes}
Cassandra doesn’t support powerful query language and cannot do join operations. There are only few query operations supported by Cassandra. It is very important for Cassandra data model design: starting with queries. We should first determine what queries do our application need and think about query patterns up front, and then organize the data around the queries, in the end design column families accordingly. But this doesn’t mean the entities and relations are not needed any more. Relation and entities are the tools to help us to perceive the real world. It is still important to understand the entities and relations in a domain and then model data according the query pattern by denormalizing and duplicating. That is the reason we have illustrated the E-R model about our MMORPG design above. Here we will introduce the query pattern in our prototype, we are likely have the following queries.

- Get all map: At the very beginning of a game, all the map information should be load into memory once. After this, the user can login into the game world and present at the different maps. This query is a very simple “Rangeslicequery”. Scan the whole column family “Map” and load all map information into memory for later usage.
• Get all items of a hero: While the user is playing a game, he will check out her/his inventory and see how many items they have. This query is used to scan the “Inventory” column family by a specified “playerId”. All the columns contains the user’s properties will be returned.

• Get log data by specifying a date: The user’s log data will be constantly recorded and stored in the database. This query is used to get the log data for one specified time granularity.

• Get the skills of a hero: When a user wants to check skills of her/his hero, this query will be used to get all the her/his hero have learned.

• Find a hero for a user by giving email: The user’s unique Id is a distributed unique UUID. It is hard for user to remember a regularly UUID, so we allowed the user to use her/his email to login the game. But the UUID are used to uniquely identify one user, so we properly need to find a user’s characters by a specified email address.

• Get a hero’s basic information by hero’s ID: This query are used to get a hero’s character information. After user login the game, typically the user will get the chance to select an existed hero or create a new one. If the user has created some heroes before, she/he will see all the characters she/he created and select one of them to continue the game.

After we have analyzed the necessary query patterns, We will explain why they are designed like this and how to implement them with the best practice.

• Storing and retrieve game player data

The user’s character data are one of the most important data in an MMORPG world. They need consistency and high availability. Some of the player’s data need transaction. For example, if the user’s experience reaches to a certain value, the level of the user will increase and the upper limitation of the experience goes up. All the attributes’ performance of the user such as attack, defence will also increase. Those values are changed at the same time. Cassandra has no multi-row transaction, but it does support a row-level atomicity as we mentioned before. So in order to keep the user’s character information atomic, those data should be stored in one row. Since all the columns in a row are stored sorted and we can use “SliceQuery” to get a range of columns by specifying a starting and ending, all the characters of one user can be represented by a combination of strings. The user’s character data such as race, users’ basic information and hero would be always read together. So the best practice in Cassandra is to store them together in one single row to achieve an efficient reading. the following shows the hero column family in our prototype.
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Hero{
  rowkey:0a067127-b915-48fe-a021-f702781c5fec
  { username:player1, email:test@mail.com, race:human, level:12, defence:45 }
  rowkey:8b371834-a285-d583-192b-d837296jd851
  { username:player2, race:night elf, level:23, defence:33 birth:10/1985 }
  ....
}

We store all information together. To retrieve a hero created by one user, we can use a “SliceQuery” by specifying in this case “starting” and “ending”, and then the desired information will be returned. If we want to get user’s information by specifying the email, then the value of email column must be set as secondary index.

- **Storing and retrieve Inventory data**

In the column family inventory stores the users’ properties. Every hero’s inventory is stored in one row. To avoid join, the item table is integrated into the inventory. So in Cassandra design, the item column family doesn’t exist. This will cause some redundancy but lead to highly read and write performance. If we want to get a user’s inventory information, we should only do a “QuerySlice” with specifying the user’s id. The column name is the item’s unique id and the value is the item’s information. In our MMORPG prototype we create an item instance with those information. A simple example of column family “Inventory” shows in Figure 5.5

![Figure 5.5: Cassandra column family inventory sample](image)

- **Storing log data**

For storing the log data, we have created a log column family. The game event log data are stored in this column family. As shown in Figure 5.6 on the following page the row key is ‘ddmmyyhh:eventtype’, and one row represents events within one hour of a day. The MMORPG server will generate a new row in every hour and all events occurring within this hour will be recorded in this row. The column
name stores the time when the event occurred in a finer granularity, such as seconds. The column value stores the payload. Many events could happen within one hour so that a row in the log column family can be very wide. Cassandra’s row can hold up to 2 billion columns [Dat13d] so we don’t need to worry about the capacity of a row. However, in Cassandra, one row will not be split across nodes and stored together in one node. If we simply use the hour as our row key and keep the event data within an hour together in one row, this will be problematic: Firstly, if we have a super large row with millions of columns, the size of this row can be so large that they cannot host in memory entirely. Second, since the data is handled by only one node in cluster, the entire write request will consequently go to the single node which is holding the row for the current hour, and then this node would be probably a hot spot. The event log data in one MMORPG Cloud be very large, so we have added an event type after the row key so that there will be several rows for different event type within one hour. So the write operations for different event types will go to different nodes in the cluster. By retrieving data, we could use a multi-get for an hour from all of the nodes and merging the results in the application.

![Figure 5.6: Cassandra column family event log sample](image)

- **Storing other game data**

  In our prototype, the column family NPCs and Maps are just like a regular table in relational world. Those column families are stored and retrieved as in RDBMS. However, some of the columns (such as mapId, path) in those column family has been duplicated also in other column families. In contrast to RDBMS, Cassandra cannot update these duplicated columns in different column families. This job has to be done at the application level.

### 5.3.4 Comparison

Now we have created a RDBMS schema and a Cassandra data schema for our MMORPG prototype. In this subsection we want to make a simple comparison between these two schemas. In RDBMS schema, our design follows 3NF rules. We store Race table, Map
table and Item table separately. The Player table and Hero table use foreign keys to reference to those tables. A design like this can reduce the redundancy in a database. If we want to get the data that the application needs, we can use the powerful SQL to do this job. Additionally, we can also use transaction to perform some item buy/sell operations to ensure the consistency and atomicity. With this RDBMS schema, we can also do some aggregations and group jobs to get the player’s statistics, which in Cassandra is hard to achieve. But if we want to add some new features to the game, we had to change the structure of the tables which will be very complicated and inconvenient.

A Cassandra schema design has a flexible structure and we can add new columns in Cassandra column family any time. So the new features or improvement can be easily applied in the database layer. Cassandra can also hold a large number of players' information and linearly scalability in response to the increasing number of players. However, to avoid join operations, we have duplicated the map, race and item table into their related column family. This will cause a reasonable data redundancy and consume more disk space and network traffic. With the Cassandra design, we can only perform the operation we have planned efficiently. However, we cannot use the powerful SQL to query the column family. If we want to get more specific queries we haven’t plan up in front, we just need to add new column families in it and this is very inconvenient.

5.3.5 Creation and Query of Column Families in Cassandra

There are tools like CLI and CQL available for us to interact with Cassandra. As we have introduced in Chapter 4 on page 25, CQL is a more advanced tool than CLI and it is also recommended by official Cassandra community. However, when we implemented the prototype, CQL was in an unstable status and had no full-featured java libraries. Thus we chose the CLI as our client tool. Before we can use a Cassandra, we must create a keyspace for our prototype and column families. With the syntax shows in Listing 5.2, we can create a keyspace JMMORPG for our prototype.

```sql
CREATE KEYSPACE JMMORPG
with placement_strategy = 'SimpleStrategy'
and strategy_options = [{replication_factor:1}];
```

Listing 5.2: CLI creating a keyspace

The Listing 5.3 on the next page shows how to use CLI to create a column family.

After we have create the data structure in Cassandra, we can use java and Hector to read or write data into Cassandra cluster.

Hector

Cassandra is implemented in Java, so we prefer to use a Java-based API. The raw Thrift and Hector are available for Java to interact with Cassandra. Thrift is the
official API supported by Cassandra, which is the most efficient one but lacks of some common enterprise features. Hector is a high level Java client for Cassandra. It is the complete encapsulation of the underlying Thrift API and provides more useful functions. Cassandra is just like the other databases, opening and closing will be very resource consumed. Hector wraps the official API perfectly and provides the connection pool. We have chosen hector as our tool to access Cassandra.

While using Hector in the implementation of an MMORPG, we must consider about the query operations which are support by Hector. Normally, there are three types of basic query method supported by Hector API: ColumnQuery, SliceQuery, and RangeSliceQuery. These methods are the encapsulation of the “get and set” function supported by Thrift. In addition, they are able to provide more powerful functions and high performance.

- **ColumnQuery**

  ColumnQuery is one of the basic query functions used to retrieve a single column by specifying a rowkey. Its function is similar with the SQL query “Select column name from table where rowkey = X”. A simple Java code sample shows in Listing 5.4 on the facing page

- **SliceQuery**

  SliceQuery is used to get a slice of columns. This class has a function called “setRange”, which accepts a start column name & an end column name to specify the starting and ending names of the column slice. A Boolean variable in “setRange” indicates whether the returned value should be in reversed order. There is also an integer variable to specify how many columns should be returned. A sample code from our prototype shows in Listing 5.5 on the next page

This is an example in our MMORPG prototype. With this function we can get a user by specifying a rowkey. In line 11 we have passed two null in the setRange method which means we want to get all the columns of this user in the stored order.

```sql
CREATE COLUMN FAMILY gamePlayers
    WITH comparator = UTF8Type
    AND key_validation_class=UTF8Type
    AND column_metadata = [
    {column_name: full_name, validation_class: UTF8Type}
    {column_name: email, validation_class: UTF8Type}
    {column_name: state, validation_class: UTF8Type}
    {column_name: gender, validation_class: UTF8Type}
    {column_name: birth_year, validation_class: LongType}
];
```

Listing 5.3: CLI creating a column family
public int getMoney(String rowkey) {
    // create a instance of ColumnQuery
    ColumnQuery<String, String, String> columnQuery = HFactory.createStringColumnQuery(keyspaceOperator);
    // set a column family for this ColumnQuery and specify
    // the column name which will be retrieved
    columnQuery.setColumnFamily(ColumnFamilyName).setKey(rowkey)
        .setName("money");
    QueryResult<HColumn<String, String>> result = columnQuery.execute();
    money = Integer.valueOf(result.get().getValue());
    return money;
}

Listing 5.4: Using a ColumnQuery to get money of a user

public GamePlayer getPlayerByRowKey(String rowKey) {
    // create a instance of SliceQuery
    SliceQuery<String, String, String> query = HFactory.createSliceQuery(keyspaceOperator,
        stringSerializer, stringSerializer, stringSerializer);
    // set the rowkey for this query
    query.setKey(rowKey);
    // set column family for this query
    query.setColumnFamily(ColumnFamilyName);
    // set range for this query, and return maximal 100 columns.
    query.setRange(null, null, false, 100);
    QueryResult<ColumnSlice<String, String>> queryResult = query.execute();
    return queryResultToGamePlayer(queryResult);
}

Listing 5.5: A sample of using a SliceQuery

- RangeSliceQuery

RangeSliceQuery is normally used when we have lower or upper rowkey’s bounds and use them to find all entities within this range. After Cassandra version 0.8, it also allows user to specify a where clause on the column which is defined as a secondary index. The equivalent SQL query would be: “Select * from gamePlayers where username = X ”.

The 11 line in 5.6 on the following page accept two parameters, we have assigned two null to this method. That means we want to scan the whole column family to find the specific user.
```java
public void getPlayerByLoginName(String Loginname) {
    // create a instance of RangeSliceQuery
    RangeSlicesQuery<String, String, String> rangeSliceQuery =
            HFactory.createRangeSlicesQuery(keyspaceOperator,
                    stringSerializer,stringSerializer, stringSerializer);
    // set the column family for this query
    rangeSliceQuery.setColumnFamily(ColumnFamilyName);
    rangeSliceQuery.setRange(null, null, false, Integer.MAX_VALUE);
    // set the rows should be returned
    rangeSliceQuery.setRowCount(row_count);
    rangeSliceQuery.setKeys(null, null);
    rangeSliceQuery.addEqualsExpression("username", Loginname);
    QueryResult<OrderedRows<String, String, String>> result =
            rangeSliceQuery.execute();
    ......}
```

Listing 5.6: A sample of using a RangeSliceQuery

5.3.6 Deployment of Cassandra Cluster

In this section we will illustrate the installation and configuration of our Cassandra cluster in virtual machines. Cassandra is available in the Internet. We have downloaded the version 1.2.5 and the extracted ZIP file to create a folder with the name “apache-cassandra-1.2.5”. This folder contains several directories. The CLI and CQL tools are in the bin folder and the configuration files are in the conf folder. In order to set up a Cassandra cluster instance, some parameters in “cassandra.yaml” file must be appropriately configured. The following are several important parameters related to our Cassandra cluster.

- **cluster_name**: This is the name of the cluster and mainly used to ensure every node can find the right cluster and prevents machines from joining in another cluster.

- **listen_address**: This is the address to bind to and tell other Cassandra nodes to connect to. This will always be the local IP address of a node.

- **rpc_address and rpc_port**: This address and port are used to bind the Thrift RPC service to. If all interfaces need to be listened by Thrift, here must be specified "0,0,0,0,”

- **seeds**: ‘192.168.144.14,192.168.144.16’; This parameter is used to initiate a new node. It can tell the new node, which wants to join in the cluster, to which node it should connect. Once a node is joined into a cluster, all nodes will use gossip protocol to talk to each other.

After necessary configuration, we can start the five nodes cluster on the virtual machines. In order to manage the nodes in Cassandra cluster with a unified platform
5.4. Game Server Design and Implementation

Now we have the Cassandra cluster running on the virtual machines. In this section we will explain the game server design and its implementation. The game server consists of three layers. The most basic one is the data accessing layer which is used to communicate with the Cassandra Cluster. The communication layer is based on Darkstar project, and the business layer is responsible for handle the commands send by users and dealing with game logic. Figure 5.8 on the following page is a UML java class diagram, which shows some of the most important Java classes in our server side.

5.4.1 Darkstar

Darkstar was an open-source MMOG middleware solution which is dedicated to help the programmer to develop a robust server and client with little effort\(^9\). It was an open-source Sun project. After Sun was acquired by Oracle, the project has been shut down and it is not be support by the new company Oracle any more. This project has

\(^9\)http://en.wikipedia.org/wiki/Project_Darkstar
Figure 5.8: Class diagram
been made renamed “RedDwarf Server”[BW09]. However the latest version of Darkstar can fulfill our requirements, so we have built our MMORPG with this project. Darkstar provides an convenient functions library which helps developers to deal with the challenging aspects of networked game development[Bur07]. With the help of Darkstar, we can focus on the game logic and database design of the testbed. Network challenges will be solved by the Darkstar project.

![DarkStar architecture](image)

**Figure 5.9: DarkStar architecture adapted from [Bur07]**

The basic architecture of a Darkstar server shown in Figure 5.9. The implementation of a Darkstar project called Project Darkstar Server (PDS). The instance of a PDS can either start a new network or join one that is already running. The client and the server implementation is user created program written with the Project Darkstar API. The project stacks on the server side and several meta-service nodes handle traffic between each node in the server stack.

The core components of Darkstar API are shown on Figure 5.10 on the following page. In a Darkstar application, there are three standard managers. The instance of those managers can be acquired from the “AppContext”.

- **Task Manager**
  The Task Manager schedules and creates the single Task in the server implementation. Task is the smallest executable job in PDS and it runs concurrently. However, the programmer can treat Task as single-thread and the data within a Task do not need to be synchronized. The PDS hides the complex multi-thread implementation. The execution is also race-proof and deadlock-proof. A single Task can only keep running up to 100 ms in PDS.
• **Data Manager**
  The Java object, which needs to be persist in the game world, is called “Managed Object” in a [PDS](#). The Data Manager is used to create and access the “Managed Object”.

• **Channel Manager**
  A [PDS](#) application uses “Channel Manager” to create and control the channels. Channels are used to communicate between clients and servers.

![Diagram](#)

Figure 5.10: DarkStar core component adapted from [Bur07](#)

### 5.4.2 Data Structures

To transfer the objects between client and server, we need to define some standard data structures. We will use a class `GamePlayer` to hold all information about the user as Listing 5.7 shows.

```java
public class GamePlayer implements Serializable {
    //this class used to define data transfer object
    string uuidString;
    string userName;
    string birth;
    string email;
    string lastActiveIp;
    string lastActiveDate;
    string registDate;
    string heroClass;
    int raceId;
    string heroRace;
    int currHp;
}
```
A client sends commands to the server. We have created a `Command` class to represent the communication between client and server. The structure of a command is shown in Listing 5.8. `CommandContext` is a message context send from the user. We define 3 types of commands: the first one is user commands which is sent by the user; the second one is system administrative command, which is sent by game server; the third one is information, which is used to broadcast the hero’s position and game state.

Those structures above are only used to hold the basic information and for convenience in the application. An example sequence diagram for the most basic game logic is described in the Figure 5.11 on the next page.

We use Cassandra as the underlying database, which is written in Java. The Cassandra client interface is platform independent. As we mentioned, we are using Hector to interact with Cassandra cluster. The server side is implemented with a java project. The detail package we can find in Figure 5.12 on page 59.

- **game.cassandra.dao**: it contains common Data Access Objects(DAO). We have applied the traditional DAO layer for isolating the business layer and data accessing layer. Every class is an implementation of data access interface. For instance the class `CassandraDAOGamePlayer` help us to access the Column Family Hero in Cassandra.

- **game.cassandra.data**: the basic data structure locates in this package, such as game user and command.

- **game.darkstar.network**: this is the basic networking framework. It is the implementation of Darkstar and is responsible for essential networking packet sending and receiving.
• **game.cassandra.Factorys**: it contains some factory classes, such as `GameplayerFactory`, `ItemFactory` which are used to generate the random basic data for testing purpose.

• **game.cassandra.gamestates**: it contains classes that stores some game logic used information and the some game logic.

• **game.darkstar.task**: in this package, we have implemented some tasks which are performed periodically.

• **game.login.authenticator**: this package contains classes which are responsible for the authenticate job.

### 5.5 Game Client Implementation

#### 5.5.1 JMMORPG

JMMORPG is an open-source project available on “sourceforge”\(^1\). It is a very simple Java game server and game client running on a RDBMS database. We have implemented a new game server with Cassandra database and borrow some ideas and the client GUI from this project. The client side elements such as hero figures, maps and so on are adopt from this project. The reader can find this project on “sourceforge”\(^1\)

\(^1\)http://www.sourceforge.net/
5.5.2 Client Libraries

The Client has the basic network function and it must be able to receive the commands that broadcast by the game server and visualize the game item to the users. To simplify the client rendering, we have adopted a lot of existed Java libraries to help our programming. In this section, we are not intent to introduce the implementation of game clients in detail, but only explain some core java libraries that we are using.

- **LWJGL**: its full name is “Lightweight Java Game Library”. This library provides Java developers the ability to get access to high performance cross-platform libraries such as OpenGL [LWJ13]. Java is not particularly good at game client development, but with the help of this library, we can get resources that are unavailable or poorly implemented on existing Java platform.

- **Artemis**: it is an open source high performance Entity System framework for games [ART13]. We use this library to manage entities in our Prototype. It provides a new concept by separating the functions of entities to simplify game design. The core idea of this design is to separate data, logic and view. This framework requires a little different thinking in game design, for example, the entities in a game world are no longer self-contained object but consist of data state components, and the system processes entities based on the their aspects.

In Figure 5.13 on the next page shows a client screen-shoot of our prototype. Five users have logged to the game and they are talking in the game world. We have only one map in the whole game world, More features will be added into the game in the future. The testbed is running well on top of Cassandra and we will discuss the evaluation results based on some database performance charts in the next chapter.
Figure 5.13: A screen shot of our prototype (client side)
6. Evaluation

6.1 Experimental Environment

In previous chapters we have introduced the basic concepts of Cassandra and the implementation of our prototype. Now we are going to introduce a series of experiments, which have been done through the experimental prototype, and analysis experimental results. The experimental environment is as illustrated in the previous chapter. There are eight virtual machines available for running our prototype. Three of them are deployed as game servers and the others are used as Cassandra cluster nodes. The client sides are running on separate PCs. Those virtual machines are located in an Intranet environment. For the safety reasons, all the applications from internet (such as game client) can only get access to the virtual machines through a VPN server (such as game server, Cassandra cluster). There could be a potential problem that the Virtual Private Network (VPN) server could be a bottleneck of our prototype, because all the communication between game server and client must forward by VPN server. However, this problem haven’t appeared in our prototype under the current data accessing pressure, for example, when we increased the number of game clients up to 1500, there is no obviously latency of the VPN server.

6.1.1 Experimental Clients

Command-Line Client Side

Normally, we need to run thousands of game clients on one computer, so that a single game client instance will not consume too much system resources during the test, otherwise a single computer cannot afford so many instances of game clients. For our performance test we developed simple command-line client side, which has all the functions of the GUI clients, expect of specific game pictures rendering. We can send a command to perform the operations in the GUI client. For instances, “buy item” can be sent for item buying and this item information will be persisted into the Inventory column family.
Multi-Processes and Multi-Threads

If we want to simulate the situation of multi-player accessing a game server, we have normally two choices. One is to use process to represent a user and another is to use thread. Both of them has advantages and disadvantages. If hundreds of processes are stared simultaneously in one computer, they will consume lots of resources (CPU, memories) of this computer, and waste lots of time until they all start. We tried to start 500 processes in one computer and the computer crash with the increasing number of started processes. If 500 threads are running in one computer to represent game players, those threads will share the resources of their parent process, but it is not the case of the real application. Multi-processes with multi-thread has the potential to compensate between process and thread and reach to a balance performance. We have adapted a multi-processes and multi-thread way to perform the pressure test. For example, we can run 5 process and each of them will generate 100 threads each of which represents a player. In addition, all of our experimental results are based on the same network and hardware/software conditions, which means, all of the results have the same divergence and can present the real scalability tendencies.

6.1.2 Configuration of Cassandra

This evaluation focuses on the performance of our prototype in the case of multi-player concurrent accessing. To avoid the effect of replicas to the reading and writing performance of Cassandra cluster, we set the replication factor of the keyspace as one during the whole evaluation. That means, the cluster has only one replica of keyspace “CLOUDRDBMS” and the read/write operation will return success immediately once one node of the cluster has responded to them. Because the data in Cassandra are partitioned as the calculated token values of the row key, we need to set the token value in the configuration file “cassandra.yaml” of each Cassandra instance manually in different experiments in order to reach the data balance on each node. Even though, in some cases we still can monitor the hotspots which means one or more nodes are accessed too frequently in a short time from the Java Management Extensions (JMX). When hotspot is detected, the ongoing experiment will be carried out again.

6.1.3 Methodology

Our evaluation is realized by the simplified Command-Line client and the game server. We use python script to invoke the Java client class. Every Java client is able to generate 100 threads, each of which represents one player. The python script can start many Java clients processes, that means, each Java client represents for 100 players. We can start at most 5 client processes simultaneously because a single game server is only able to afford 500 users at same time currently. After those threads are started, each of them will send 500 commands to the game server simultaneously, Theses threads will terminate after sending all commands. In our experiments, we tried to simulate the real operations of a game player during the game. We classify the commands into writing and reading. The Cassandra write operations include: “buy item”, “player register”,...
“generate hero”, “hero information modify”, “write log”. Data will be written in column families “Inventory”, “Heroes”, “Users”, and “Log” respectively. The Cassandra read operations include “get player”, “get inventory”, “get hero’s information”, and “read log”. Data will be read from above mentioned column families. The server will record the response time of each operation in Cassandra. After each experiment, the response time will be aggregated and processed, and then recorded in a log file. In order to simplify the statistics, the reading and writing commands are sent separately from clients to game server. That means, clients send a large number of random writing or reading commands, the response time of those commands will be recorded separately. The purpose of doing so is to investigate more clearly the differences of Cassandra reading and writing performance.

### 6.1.4 Acquisition and Expectation of Experimental Results

The acquisition of the experimental data is based on recording the Cassandra’s response time to each command from clients firstly, and then the mean value of these response time will be calculated as reading and writing response time of one single experiment. In order to investigate the distribution of response time of data accessing, we set 200 clients and 1000 commands send by each client. Afterwards the average response time of each command of the 200 clients are calculated and plotted.

![Figure 6.1: Average response time of 200 clients](image)

As can be seen from Figure 6.1 the response time of beginning commands are relative high, which has a negative affect on experimental results analysis, so they are ignored. The reason for this phenomena could be establishing database connection and preparation of resources is necessary at the beginning time. Because the game server handles
concurrent user in different velocities, there might be part of players quit by finishing their sending job earlier than the others. Correspondingly the server has less pressure during the ending period and the response time of data accessing commands is low. This part of results are ignored either. Our experiments are aimed to survey the response time variations with the increasing number of client sides in cases of different nodes in Cassandra cluster, and in further to investigate the performance of a Cassandra based MMORPG.

We expect to see that, Cassandra shows high reading and writing performance in MMORPG environment. In addition, we hope that our prototype is able to support more game clients through increasing the number of game server as well as Cassandra nodes. Normally, the requirement of latency of MMORPG smoothly running is less than 200ms [CHL06]. When the Cassandra met the reading/writing bottleneck, we could released the database pressure by increasing nodes into the Cassandra cluster.

6.2 Experiment Results and Discussion

6.2.1 Performance of the Prototype

In order to investigate the maximum number of players that our prototype can support, we fixed the number of nodes to 5 in the Cassandra cluster, and increased the number of players as well as game server. Three groups of experiments have been done:

- First Group
  The first group uses one game server and runs concurrently 100, 200, 300, 400, 500 players on client side respectively. Every player send 500 reading/writing commands at same time and the mean response time is calculated as shown in Figure 6.2 on the next page. When we have 600 players, there will be many “time-out” appeared on game server, which cause the fail of command sending. So we can conclude that, the maximum number of players in case of single game server is 500. From Figure 6.2 on the facing page we can also find that the response time of reading and writing is under 15ms, which means 500 players put little pressure on 5 nodes Cassandra cluster in our prototype.

- Second Group
  We use one more game server during the second group of experiments, so the player’s number also increases to 200, 400, 600, 800, 1000. The number of commands sent by every play is same as the first group (500 random read/write commands). The responds time of current players are shown in Figure 6.3 on the next page.

- Third Group
  We use three game servers in the third group, correspondingly the player’s number are 300, 600, 900, 1200, 1500. The responds time of current players are shown in Figure 6.4 on page 66.
Figure 6.2: Reading/Writing response time for group 1

Figure 6.3: Reading/Writing response time for group 2
Limited by our game server and experimental infrastructure, the maximum number of player is set to 1500. From these three figures, we can find that although the response time of Cassandra cluster fluctuates with changes in the number of game server and player, it is always well below the upper limit of 200 ms. Therefore, we believe that our prototype with 5 nodes Cassandra cluster is able to support at least 1500 players easily.

### 6.2.2 Scalability of the Prototype

The scalability of a game includes two aspects: the scalability of game server and database. From the experiments in the last subsection, we can also find that with the constant adding game sever, the maximum number of players increases linearly from 100 to 1500, which proves that the game server in our prototype has scalability. In the following, we will evaluate the scalability of Cassandra cluster in MMORPG environment.

We carried out 5 groups of experiments to evaluate the scalability of database. The maximum number of concurrent players is set to 1500, which is obtained from our previous experiments. The number of nodes of Cassandra cluster is set from 1 to 5. The number of game server is fixed to 3. Each of the game server is connected by 100, 200, 300, 400, and 500 clients in turn. That means, the Cassandra cluster handles 300, 600, 900, 1200, 1500 clients separately. Every clients sent 500 reading or writing commands. In another word, Cassandra cluster needs to handle 150,000, 300,000, 450,000, 600,000, 750,000 commands in turn. The corresponding response
time of each command is recorded and afterward the mean response time is calculated. According to the analysis above, the first 1000 commands with relative longer response time and and the last 1000 with relatively lower response time are ignored. To get more precise experimental data, every subgroup is done twice and the average value of them is plotted as the final result.

![Figure 6.5: Group 1: Performances of 1 nodes Cassandra](image)

From Figure 6.5 we can see that, the best performance of 1 node Cassandra cluster is got under 300 and 600 clients. When the number of clients reach to 900, The response time of read operation increases sharply over 180ms. If we started 1200 clients, Cassandra cluster will not respond the write and read request. Many clients report a connection time out exception. So we can conclude that one node Cassandra can only support up to 900 clients under our experimental environment.

Figure 6.6 on the following page shows that the maximum number of clients reach to 1200, when there are two nodes in the Cassandra cluster. In case of 1500 concurrent players, the problem of “request out of time” will appeared again. So we can say that, 2 nodes Cassandra can support at least 1200 clients.

Figure 6.7 on the next page Figure 6.8 on page 69 Figure 6.9 on page 69 show that, when the number of nodes in Cassandra cluster is more than 3, our prototype is capable to support at least 1500 concurrent players.

In order to observe the differences of 5 groups' results, we plot the reading and writing response time in Figure 6.10 on page 71 and Figure 6.12 on page 72. Because the read response time of 1 node Cassandra at 600 clients is unexpected out of the general range,
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Figure 6.6: Group 2: Performances of 2 nodes Cassandra

Figure 6.7: Group 3: Performances of 3 nodes Cassandra
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Figure 6.8: Group 4: Performances of 4 nodes Cassandra

Figure 6.9: Group 5: Performances of 5 nodes Cassandra
so we set the maximal of vertical axis as 50ms. In order to see the detail tendency of the others. The modified figure is shown in [Figure 6.11 on the facing page].

According to the analysis of the experimental results, we can find the following tendency:

- With the increasing number of nodes in Cassandra cluster, the number of concurrent players that our prototype can support is also increasing and the reading and writing performance is constantly improved.

- When the number of nodes reach to 5, the performances of Cassandra cluster is the best in all range of clients’ number, both of reading and writing response time with 5 nodes Cassandra cluster are about 15ms. With increasing number of clients in 5 nodes Cassandra, there is no obviously variation of reading and writing response time. Evidently, the performance of 5 nodes Cassandra is stable in our prototype. 5 nodes cluster is obviously the best one;

- The performances of 3 nodes and 4 nodes are similar. Normally, the performance of 4 nodes Cassandra should be better than 3 nodes Cassandra. However, our experimental results show that, the reading response time at 1500 users and writing response time at 900 users of 4 nodes cluster are longer. The reason of that could be network latency or the game server logic problems. But the performance of 4 nodes are still generally slightly improved;

- The performance of 3 nodes cluster is generally better than 2 nodes. 3 nodes cluster presents 20ms writing and 33ms reading response time for 1500 concurrent users. Undoubtedly, 3 nodes Cassandra is capable for the maximal number(1500) of game users that our prototype game servers can support;

- The performance of 2 nodes Cassandra is slightly worse than 1 node in case of 300 or 600 clients. The reason could be that the advantage of multi-node Cassandra cluster compare with single node Cassandra cluster is not outstanding when the current players are relatively less. In the meantime, the communication between nodes also consumes some time since the data are distributed on many nodes, which can also induce the phenomena in [Figure 6.10 on the next page]. However, when the number of current players go up, the performance of single node will decrease dramatically, while the performance of multi-nodes keeps stable.

Base on the analysis above, we can conclude that Cassandra can meet the performance demand of MMORPG in general. The more nodes Cassandra has, the more concurrent players Cassandra can support. With the increasing number of players, the reading performance of Cassandra will be improved a lot, the writing performance stays relatively stable.
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Figure 6.10: Average reading time of 5 groups

Figure 6.11: Average reading time of 5 groups (modified)
Figure 6.12: Average writing time of 5 groups
7. Conclusion and Future Work

Conclusion

As the favourite type of online game, MMORPG is rapidly developing during the recent years. With the increasing number of players and the accumulation of user data, game developers have to face two issues: the performance of concurrent data accessing and the scalability in game database. The traditional architecture of MMORPG applies a RDBMS to manage data, which will be a bottleneck of scalability of the game. The appearance of Cloud database provides an alternative to overcome the data management limitation. This thesis work started from the characteristics of MMORPG storage requirement and Cloud database, investigated the possibility of applying Cloud database to MMORPG and evaluated the Cloud-based MMORPG.

In this work, we proposed to use Cassandra to manage data in MMORPG. In practice, we found that, the design of a Cassandra data schema must rely on the query pattern. In other words, through increasing data redundancy, Cassandra stores all the data that might be queried together in one column family in order to avoid join operation and improve read performance. For this reason, we have to consider all queries our prototype might perform at the beginning of database schema design. However, Cassandra is not able to perform complex query like aggregation and group by in SQL. In addition, Cassandra doesn’t support transactions cross rows. We believe that those two issues have to be addressed in the application level.

According to the demands of the experiment, we implemented a game prototype, our prototype includes a five nodes Cassandra cluster and three game servers. The experiment results reveal that, our prototype can support at least 1500 concurrent players, and can meet the reading and writing performance requirements of MMORPG. Although with the increasing number of players, the performance of the prototype will decrease, but increasing nodes in the the Cassandra cluster and number of game servers is the most promising way to improve this situation. Furthermore, the scalability of this prototype is verified.
Future Work

There are still several factors that limit the performance and scalability of our prototype:
(1) Cassandra is still a new born database, so there are a lot of deficiencies (e.g.,
lack of statistics and management tools) that need to be improved. (2) Cassandra
goes though a dozen of version from 1.2.0 to 2.0 during my thesis writing, so the
technologies and methods applied in this work could lag behind the latest version of
Cassandra; (3)Because this prototype is firstly established, the logic and algorithms
of client side and server side need to be optimized. For these reason, the future work
should concentrate on the following aspects:

- Using more advanced monitoring method: During our experiments, the operation
  response time of some subgroups is unexpected long. The reason could be the
  clients command stock on game servers, or VPN server. Up to now, Cassandra
  has no perfect monitor to indicate the throughput. Additionally, our prototype
  also has no function to monitor the activity of online users. Therefore, we cannot
  verify why this happens and more advanced monitoring method should be add
  into the prototype in the future.

- The optimization of the prototype: Hector API is applied for the data access
  layer of our prototype, but Hector is gradually outmoding by other APIs such as
  “DataStax Java Driver”\textsuperscript{1}. So a better API for data accessing is necessary for a
  better performance data access layer in our prototype.

- Enrichment of prototype functionality: The query pattern of the prototype needs
  to be improved to get better performance, and new functions will be added to the
  prototype in the future.

- Comparison experiment: In this work, we proposed to use Cassandra to replace
  RDBMS in MMORPGs. However, some horizontally comparative experiments
  between Cassandra and RDBMS as well as another Cloud database need to be
done to prove our points. Hence, in the future, we plan to compare the per-
formance and scalability of Cassandra with that of MySQL and HBase in our
experimental environment.

\textsuperscript{1}DataStax Java Driver\url{https://github.com/datastax/java-driver}
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