ABSTRACT
A software product line (SPL) is an advanced concept to manage a family of programs under one umbrella. As with stand-alone programs, maintenance is an important challenge within SPL engineering. One pivotal activity during software maintenance is refactoring; that is, restructuring a program’s source code while preserving its external behavior. However, for SPLs, this definition is not sufficient because it does not take into account the behavior of a set of programs. In this paper, we focus on the specific requirements for applying refactorings in feature-oriented SPLs. We propose variant-preserving refactoring for such SPLs to ensure the validity of all SPL variants after refactoring. Furthermore, we present a first approach how the traditional refactoring definition can be extended so that it can be applied to SPLs based on feature-oriented programming. Finally, we state our experiences of applying such refactorings for the removal of code clones in feature-oriented SPLs and discuss the generalizability for other SPL implementation techniques.
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1. INTRODUCTION
code clone removal since it guarantees that changes to source code are behavior-preserving. Initially, refactoring has been defined by Opdyke as a maintenance process that changes the internal structure of a program but does not affect its external behavior [19]. Based on this work, Fowler presented numerous refactorings in a catalogue-like manner [11]. However, we and others argue that refactoring in SPLs goes beyond traditional (object-oriented) refactoring approaches and thus, has to be revisited for product lines [8, 16].

In this paper, we propose an extension of existing refactoring techniques for feature-oriented programming (FOP), a compositional approach for product line development. In particular, we make the following contributions:

- We point out limitations of traditional object-oriented refactoring for SPLs.
- We propose a definition for refactoring of SPLs in a variant-preserving way.
- We provide exemplary refactorings for feature-oriented SPLs in a catalogue-like manner.
- Additionally, we discuss the generalizability of our definition and the actual refactoring towards annotative SPL implementation techniques.

The paper is structured as follows. In Section 2 we introduce important concepts of feature-oriented programming for SPL development. Afterwards, we point out why traditional refactoring is not sufficient for software product lines. In Section 4, we present our definition of variant-preserving refactoring and discuss some special cases. Afterwards, we present some exemplary refactorings for FOP in a catalogue-like manner in Section 5. Additionally, we discuss the generalizability of our approach in Section 6. We finish the paper with related work (Section 7) and a conclusion (Section 8).

2. FEATURE-ORIENTED PROGRAMMING

Feature-oriented programming (FOP) is a compositional approach that enables SPL implementation by feature-oriented software development [2]. In this section, we introduce main characteristics of this approach. Furthermore, we explain the relation between FOP and collaboration-based design.

2.1 Software Product Line Implementation

Implementing a software product line with FOP is mainly characterized by decomposing a program into modular implementation units. Several languages and tools exist that support feature-oriented product-line implementation such as AHEAD [6], FeatureHouse [3], or FeatureC++ [5]. The core idea of the decomposition is that all artifacts (e.g., source files, config files) that belong to a certain feature are modularized into one cohesive unit. This unit is called a feature module and we can map this module directly to its corresponding feature in the feature model. A feature by our means is an user-visible increment functionality [10]. In FOP, this increment is realized by adding new structures such as classes or refining existing structures such as extending a method.

In Figure 2, we show an exemplary feature-oriented implementation for our Stack SPL. Feature BaseStack is the base implementation of the SPL where class Stack is declared initially. Moreover, feature Peak realizes an increment in functionality by adding a new method peak(). Finally, feature Undo introduces a new field, a new method, and, beyond that, extends the method pop().

For better illustration, we show an exemplary collaboration diagram of our Stack SPL in Figure 3. The diagram consists of three different classes (Stack, Node, Element) and features (DataStructure, Array, LinkedList). Each class can play a role with respect to a certain feature or not. In FOP, a role is characterized as an increment in functionality such as extending or adding a method. For instance, class Stack has a role for each feature of the diagram (DSStack, AStack, LStack). In contrast, class Element has only two roles (AElem, LLElem) because it does not participate in feature DataStructure. Likewise, in the exemplary implementation of our Stack SPL, class Stack has a role in feature Peak, where it implements a new method peak() and thus, extends the functionality (cf. Figure 2). In the following Section, we figure out how collaboration-based design affects refactoring of feature-oriented software product lines.
3. LIMITATIONS OF TRADITIONAL REFACTORIZING

Originally, refactoring is applied for the purpose of improving the structure of source code. This, in turn, requires at least a vague idea of what makes source code good or bad. For object-oriented programs, Fowler proposed a comprehensive overview of code smells (e.g., design flaws, replicated code) and how to remove these smells by application of refactorings [11]. Although such an overview of code smells does not exist for FOP, many situations such as evolution or increasing maintainability require refactoring. Particularly, we argue that we can even adopt code smells for FOP as in traditional refactoring. For instance, there may be a method in one feature that is more frequently used by another feature. Hence, it would be useful to move this method into the latter feature.

Unfortunately, it is not as easy to adopt object-oriented refactoring techniques for feature-oriented SPLs. One reason is that in FOP, classes collaborate with other classes to implement a feature, which introduces an additional dimension for refactoring. In Figure 4, we show the resulting dimensions that have to be considered for refactoring. For dimension D2, refactoring takes place within one or between different classes of one feature. Hence, the dependencies, specified in the corresponding feature model, between the target feature (i.e., the feature that is subject to the refactoring) and other features do not directly affect the actual refactoring. Rather, these dependencies have to be considered after refactoring such as updating references to methods that have been moved or renamed. From our perspective, this relates to the traditional object-oriented refactoring, because such updates to references are common as well.

In contrast, dimensions D1 and D3 involve multiple features and thus all of these features and their dependencies, revealed by the feature model, have to be considered for the refactoring of the feature-oriented SPL. Hence, we have to consider additional information such as constraints or dependencies between features for applying a refactoring. Otherwise, the refactoring may lead to unwanted behavior of single variants or decreased variability.

For instance, if we move a method from feature Array to feature LinkedList (both are alternative features) in our Stack SPL (cf. Figure 1), all variants with the feature LinkedList retain their behavior. By contrast, variants with feature Array and without LinkedList may exhibit inadvertently changed behavior due to dangling references, because the method is not accessible anymore for these variants. Consequently, we cannot guarantee unchanged behavior for all variants when applying the refactoring.

According to traditional refactoring, where the preservation of the external behavior is a mandatory requirement, for refactoring in FOP, preserving the variability as well as the unchanged behavior of each variant is mandatory. We comprise both aspects within the term variant-preserving refactoring, which is introduced in the following Section.

4. VARIANT-PRESERVING REFACTORIZATION

In this section, we give a concrete definition for the term variant-preserving refactoring. Furthermore, we introduce some specific aspects that have to be considered for refactoring in FOP.

4.1 Definition

As indicated in the previous section, refactoring of feature-oriented programs can involve two parts of the product line. First, the feature model that reflects the domain knowledge (problem space) and, second, the source code that implements the functionality of the SPL (solution space). We define a variant-preserving refactoring as follows:

**Definition 1.** A change to the feature model or the implementation of features or both is called variant-preserving refactoring if the following two conditions hold:

1. Each valid combination of features remains valid after the refactoring, whereas the validity is specified by the feature model.

2. Each valid combination of features that was compilable before can still be compiled and has the same external behavior after the refactoring.

With the first condition, we address refactorings that are applied to the feature model. In particular, this condition ensures that all combinations of features specified as valid in the before-edit version of the feature model are also valid in the after-edit version. Note that by our definition new variants are allowed as long as they do not affect existing feature combinations. With the second condition, we target refactorings that operate on the implementation of features. Following our definition, such refactorings must not lead to changed behavior of any program of the SPL. Here, we focus on the second condition only, while refactorings for feature models are discussed elsewhere [23, 8].

4.2 Aspects of Refactoring in FOP

Although the definition of variant-preserving refactoring given above is sufficient to cope with the specific FOP characteristics, we identified two specific aspects that require additional treatment. In the following, we explain these cases and discuss, how they affect the application of refactoring in FOP.

---

1 We use the terms feature-oriented program and feature-oriented SPL synonymously throughout this paper.
**Root Feature as a Target.** The first case we consider is the refactoring of a code fragment to the root feature (e.g., feature BaseStack in Figure 1) of a feature-oriented SPL. Theoretically, using this feature as the target feature for a certain refactoring is often possible, because the root feature is selected per default for each variant of the product line. However, in practice this procedure comes at costs of intrinsic implications.

First, using the root feature as target feature decreases the cohesion of the source code that implements a certain feature. Typically, FOP aims at implementing a certain feature in a cohesive unit, i.e., the corresponding feature module. However, taking off code fragments from a feature module (and moving it to the root feature) breaks with the modular implementation and thus may decrease the cohesion within the feature module. Specifically, this refactoring is a kind of generalization, because the refactored code is moved to the most general (and meaningless) feature of the SPL.

Furthermore, preserving the variability can be difficult in certain cases if the root feature is the target feature for refactoring.

**Intra- vs. Inter-Feature refactoring.** Another aspect that must be considered thoroughly are the features that are involved in the actual refactoring process. We differentiate between two kinds of refactoring: First, if the refactoring affects more than one feature we call this an *inter-feature refactoring*. Amongst others, moving a method from one feature to another one is an example for such a kind of refactoring. Second, if the refactoring affects only one or more classes of the same feature, we call this an *intra-feature refactoring*. For that kind of refactoring, extracting a method (affects one class) or moving a method between classes in one feature are exemplary refactorings. As a result of this distinction, we can establish a relation between the different possible dimension of refactoring in Figure 4 and the two kinds of refactoring mentioned above: While inter-feature refactoring takes place along the dimensions D1 and D3, intra-feature refactoring takes place along dimension D2 (including refactoring within one class).

From our point of view, this has the following implications: For inter-feature refactoring, the programmer has to ensure that the actual refactoring does not violate the conditions of Definition 1. Consequently, if we want to restructure the SPL across feature boundaries, we have to apply FOP-specific refactorings (as introduced in the following section) to preserve the variability of the SPL.

However, for intra-feature refactoring, we can apply the traditional, object-oriented refactorings and add only additional checks (taking all features into account) after the refactoring to detect and update incorrect references. We can do this, because intra-feature refactoring does not affect the variability directly and thus is inherently variant-preserving. Nevertheless, we have to take feature semantics into account to some extent. First, if we check the pre-conditions (i.e., conditions that have to be fulfilled to apply a refactoring), we probably must take into account the relation between features or roles respectively to decide whether the refactoring is applicable or not. Second, after the application of an intra-feature refactoring (using traditional refactoring techniques), we possibly have to update references to the original method in class B (e.g., type and initialization) across sub features and used in the same way in the respective features (e.g., referenced by the same methods).

**Recommended action:** Move up fields that are identical by generalizing these fields. Hence, the programmer can reduce duplication by generalizing these fields.

**Pre-conditions:** First, features, containing the identical field(s) have the same, direct parent feature. Second, the field is contained in the same class in the respective features.

**Pull Up Field to Parent Feature**

**Typical situation:** A feature has sub features, that are similar to some extent. Specifically, certain fields could be duplicates. Hence, the programmer can reduce duplication by generalizing these fields.

**Recommended action:** Move up fields that are identical (e.g., type and initialization) across sub features and used in the same way in the respective features (e.g., referenced by the same methods).

**Pre-conditions:** First, features, containing the identical field(s) have the same, direct parent feature. Second, the field is contained in the same class in the respective features.

**Mechanics:**

1. Check whether the candidate fields are used in the same way (e.g., qualifier).
2. Check whether the pre-conditions, mentioned above, are fulfilled.
3. In the case, that the class containing the candidate fields has no role in the target feature (i.e., is not implemented in the target feature), create the class for the target feature.
4. If the candidate fields have different names, rename the respective fields so that they all have the name that should appear after the refactoring in the target

**Pull Up Method**

**Typical situation:** A feature has sub features, that are similar to some extent. Specifically, certain fields could be duplicates. Hence, the programmer can reduce duplication by generalizing these fields.

**Recommended action:** Move up methods that are identical (e.g., functional equivalence) across sub features and used in the same way in the respective features (e.g., referenced by the same methods).

**Pre-conditions:** First, features, containing the identical method in class B that should appear after the refactoring in the target
5. Create a new field in the respective class of the target feature.
6. If the original fields were private and the refactoring is applied along dimension D3 (cf. Figure 4), we have to change the access modifier of the new field to protected so that the sub features can access it.

Example: In the left part of Figure 5, we illustrate this refactoring with collaboration diagrams and an excerpt of the implementation of our Stack SPL, respectively. The two alternative features Array and LinkedList each contain a field topOfStack in class Stack that represents the first element of the stack. Since both fields as well as the features they belong to fulfill the (pre-)conditions, we apply the pull up field refactoring. First, we create a new field in the class Stack in the direct parent feature DataStructure (cf. Figure 1). Afterwards, we delete the original fields in feature Array and LinkedList. On the right side of Figure 5 we show the corresponding code fragments for the features involved in the refactoring. Since the refactoring takes place along dimension D1, we do not have to change the access modifier of the field. The reason is that we move the field to another feature but it remains within the same class Stack. Hence, it is accessible within the target feature even though it is private. For a comprehensive overview of access modifiers in feature-oriented programming, we refer to the work of Apel et al. [4].

Pull Up Method to Parent Feature

Typical situation: Methods that are (semantically or syntactically) identical occur in different (sibling) features.

Recommended action: Move the subject method up to the parent feature of the two sibling features that contain the identical method.

Pre-conditions: First, the features, containing the identical method(s) have the same parent feature. Second, the subject method is implemented by the same class within the respective features.

Mechanics:
1. Identify the identical methods.
2. Check whether the pre-conditions, mentioned above, are fulfilled.
3. If the candidate methods have different signatures, change the signatures so that they comply with the one you want to have in the target feature.
4. In the case that the class containing the candidate methods has no role in the target feature create the class for the target feature.
5. Create a new method in the corresponding class in the target feature and copy the body of one of the candidate methods to it (and adjust the new method if necessary). If fields are accessed directly within the method (i.e., not passed as parameter), move the field(s) to the target feature using Pull Up Field to Parent Feature. Check for dangling references regarding the moved field and update them.
6. Delete the remaining methods in the sub-features.

Example: Similar to the Pull Up Field refactoring, we illustrate this refactoring by means of our Stack SPL. The two features Array and LinkedList contain a method isEmpty() (in class Stack) that checks, whether the current stack is empty or not. Both methods are identical and the two fea-
tasures have a common parent feature, namely DataStructure (cf. Figure 1). Hence, the pre-conditions for the refactoring are fulfilled. Next, we create a new method in class Stack of feature DataStructure and copy the body of one of the methods of the two candidate features. Since the original method(s) reference a field, we also have to apply Pull Up Field. We show the corresponding collaboration diagrams and exemplary implementation in Figure 5. Finally, we delete the original methods in features Array and LinkedList.

Next, we present FOP-specific adaptations of the Move Method and Move Field refactoring, respectively. Specifically, we focus on moving a method/field along dimension D1 (cf. Figure 4), because this refactoring affects only one class. For dimension D3, the refactorings would be more complex, because we have to consider access modifiers and accessors of fields that are moved across classes. Hence, we limit our considerations to dimension D1 only and set aside the discussion on how to move units along dimension D3 for future work.

**Move Method Between Features**

**Typical situation:** A method must be available for all variants as before the refactoring. For instance, if a feature F1 references a method of feature F2 and this method is moved to another feature, the moved method must be accessible for feature F1 in all variants containing F1. A programmer has to ensure this before the actual refactoring takes place.

**Mechanics:**

1. Examine the source feature for code fragments (e.g., methods, fields) that are only used by the source method. Decide whether they are about to be moved as well.
2. Check whether sub-features or parent features of the source feature exist that contain other declarations of the source method. If there are such features this may hinder to move the source method (e.g., if these features contain invariants without the target feature).
3. If the class that contains the source method has no role in the target feature create the class for the target feature.
4. Declare the method in the target feature (in the respective class).
5. Move the code from the source method to the target. Adjust it if necessary (e.g., references to fields/methods).
6. Decide whether to turn the source method into a delegating method or delete it at all. The latter is especially useful if you have only few or no references to the source method.
7. In case that you delete the source method, replace references to this (outdated) method with references to the target method.

**Example:** As an example, we move a method from the optional feature Undo to the optional feature Peak of our Stack SPL. In Figure 6, we show the corresponding collaboration diagrams and code fragments that are affected by this refactoring. In particular, we move the method undo() from feature Undo to feature Peak. Although this may be questionable from a design point of view, with this example we are able to appropriately illustrate the mechanics of the refactoring. The pre-condition is fulfilled, since feature Undo requires feature Peak (cf. Figure 1). Hence, all variants that contain Undo contain Peak as well. While working through the mechanics, mentioned above, we come to the point where we have to care about moving local objects from Undo to Peak, namely the field undoStore (cf. Figure 6). Since we have to move this field as well, we apply Move Field Between Features refactoring. You find the respective explanation for this refactoring below. Afterwards, we can proceed by deleting the original method and replace the references of the method undo(). Note that we do not depict these last steps in Figure 6.

**Move Field Between Features**

**Typical situation:** A field is used by another feature (or a certain role in it respectively) more than by the role on which it is defined.

**Recommended action:** Move the field from its current role to the role of the target feature.

**Pre-conditions:** The field must be available for all variants as before the refactoring.

**Mechanics:**

1. Create a field in the target feature (within the envisaged class) and provide getter/setter methods if necessary.
2. If the class that contains the source method has no role in the target feature create the class for the target feature.
3. Delete the field from the source feature (to say, the respective role).
4. Replace references to the source field with references to the respective accessor method on the target (e.g., the getter method).

**Example:** In our example in Figure 6, we have to move the field undoStore from feature Undo to feature Peak, because the method that uses the field is moved as well (using the Move Method Between Features refactoring). Therefore, we create the field in feature Peak. Since the field is not used outside its new role, we don’t provide a getter method. Consequently, there are no references that we have to replace either.

5.1 Experiences.

In a recent study, we analyzed the occurrence of code clones in feature-oriented SPLs [20]. Based on the results, we exemplary performed refactorings to remove code clones from an analyzed SPL called TankWar. In the following, we will share our experiences on applying variant-preserving refactoring to the TankWar SPL.

**The TankWar product line.** TankWar is a shoot ’em up game, developed as SPL by students of the university of Magdeburg. Furthermore, TankWar is of medium size (approx. 3000 SLOC) and consists of 38 features. The code clone analysis we conducted revealed that TankWar contains...
a considerable amount of code clones ($\sim 20\%$). Furthermore, we observed that a majority of these clones exist between alternative features, which inherently have a common parent. Additionally, most of these clones occur on method or constructor level. Hence, we selected this SPL to perform refactorings for code clone removal.

**Code clone removal using FOP refactoring.** We mainly applied the Pull Up Method to Parent Feature to remove clones. To this end, the first and maybe most important task was to check the defined pre-condition that determines whether we can perform a variant-preserving refactoring. The information we need to check and fulfill this pre-conditions (regarding the features), we obtained from FeatureIDE\textsuperscript{2}, an Eclipse plug-in for feature-oriented software development. FeatureIDE provides not only an editor to create feature models but also capabilities to formulate queries to a specific feature model to gather knowledge about feature relations and dependencies. The query is implemented as a method within FeatureIDE and can be expressed in natural language as *Given a Feature X, which features are in all variants that contain feature X?*. Hence, providing the features that contain the candidate methods (for refactoring) as input for the query, we obtain a list of features that are possible refactoring targets. Due to this capabilities, we could check the pre-conditions automatically by only providing the features that contain the candidates for refactoring.

However, the actual application of refactorings and checking the correctness of the SPL program thereafter, we had to perform manually. To this end, we performed the mechanisms, proposed for the respective refactoring, step-by-step. After each refactoring we ran a subset of all variants that were possibly affected by the refactoring. All of the tested variants exhibited the same behavior as before the refactoring. Hence, we assume that the refactorings are indeed variant-preserving. All in all, we were able to reduce the amount of clones to $12\%$ by applying FOP-specific, variant preserving refactorings.

6. DISCUSSION

In this section, we discuss the generalizability of our approach as well as possible automation of certain steps to improve the applicability of our approach.

**Generalizability.** While we focussed on compositional SPL implementation techniques, specifically on FOP, in this paper, there is also the alternative of using annotation-based techniques for the implementation of SPLs. The latter approach implements product lines by annotating code fragments that belong to certain features in the overall code base. Then, a variant can be generated by removing annotated code fragments. In contrast to compositional approaches, the features are not modularized in annotative approaches. Most notably, the C preprocessor cpp is a form of such an annotative approach, commonly used with C/C++ programming language. To express variability, the respective code fragment is annotated with specific preprocessor directives (#ifdefs) that are evaluated before compilation of the actual program.

Regarding our refactoring approach, the question is whether we can apply it to the annotation-based approach as well. From our point of view the answer is twofold: First, given our definition for variant-preserving refactoring we argue that it holds for annotation-based approaches, specifically the cpp, as well. The reason is that we can also build a feature model for annotative SPLs to determine which combinations of features are valid and which are not. Since our definition is based on the valid combination of features, it can be applied to annotation-based SPLs as well.

However, applying the FOP-specific refactorings we propose in this paper to annotation-based SPLs may require additional or changed mechanics. For instance, in C programs, variability is also expressed using configuration files that determine whether certain source files may be compiled together or not. Since this is an additional variability mechanism, it may influence the actual refactoring process and thus the preservation of variants. Furthermore, other preprocessor directives for file inclusion (#include) and macros (#define) exist that complicate refactorings.

We conclude, that our proposed refactorings are only partly generalizable and that we more work has to be done to fully generalize variant-preserving refactoring across SPL implementation techniques. Nevertheless, we argue that our approach can be used as a starting point.

**Automating FOP-specific refactorings.** An important aspect for the applicability of the proposed refactorings is to what extent the refactoring process can be automated. For the refactorings, presented in this paper, we identified three steps that would benefit from such automation: detection possible refactoring candidates, checking the pre-conditions, and the actual change of the source code. In

---

\textsuperscript{2}http://www.fosd.net/featureide/
the following, we mainly focus on step one and three, because we addressed the second step already in Section 5.1.

The first step is of particular interest for the Pull Up refactoring, because it is impossible to identify identical or similar code fragments manually. However, different approaches exist that can be used to guide the user to such code fragments. First of all, clone detection, that is, the detection of replicated code fragments, can be used to determine syntactically identical or similar code fragments. Second, with recent approaches it is even possible to detect semantically identical (but syntactically different) code fragments [13]. However, for the latter kind of similar code fragments, it is still open how to automate the syntactical unification of such code fragments.

Automating the actual refactoring, especially the propagation of source code changes, requires an appropriate representation of the underlying source code such as an abstract syntax tree (AST). Since generating such an AST for each variant of an SPL is impossible, an AST for the whole SPL, which contains all information on variability, is required. However, we are not aware of any approach that can generate such an AST for feature-oriented programming and thus automating the actual refactoring is currently not possible. Nevertheless, recent approaches for annotation-based approaches provide a variability-aware AST that could be used for refactoring (especially for automating the corresponding step), which is one of our future tasks [14].

7. RELATED WORK

A variety of work has been done on refactoring software product lines. In this section, we account for the most important work and figure out how it differs from our approach.

Refactoring of feature models. Similar to us, Alves et al. identified shortcomings in traditional refactorings when applied to SPLs due to missing support of configurability [1]. As a solution, they propose a set of feature model refactorings to improve the feature model of an SPL and, beyond that, to merge multiple programs into one SPL. Likewise, Thim et al. present an approach that supports reasoning about feature model edits [23]. To this end, they classify changes to a feature model into refactoring, generalization, specialization, and arbitrary edits. Additionally, they formalize their approach using propositional formulas. All the aforementioned approaches have in common that they focus on refactoring of feature models. In contrast, we focus on refactoring the underlying source code of an SPL with our approach. Although we take feature models into account, we use their information for evaluating pre-conditions only. Finally, we focus on feature-oriented SPLs while the work mentioned above is independent of the SPL implementation technique.

Refactoring of feature-oriented SPLs. Liu et al. propose a theory for feature-oriented refactoring that relates code to algebraic refactoring [17]. With their theory, they focus on decomposing programs into features. Specifically, they address the problem, that features may have different implementations in different variants of the SPL. In contrast to our work, where we address the refactoring of source code in existing feature-oriented SPLs, they address how to refactor an object-oriented legacy application into features. Kuhlemann et al. propose refactoring feature modules (RFM) for refactoring in feature-oriented SPLs [15]. The core idea of RFM is to encapsulate information that is necessary for performing an object-oriented refactoring in a separate feature module and make it explicit in the corresponding feature model. Additionally, Kuhlemann et al. formalized their approach by means of an algebraic model [16]. In contrast to their approach, where refactorings are features in a concrete SPL, we aim at a more interactive approach. In particular, we aim at integrating the proposed refactoring into an IDE such as Eclipse so that they can be used on any SPL, depending on the implementation technique only. Finally, Borba et al. recently proposed a theory that covers both, refactoring of feature models and source code, based on product line refinement [8]. With their general, language-independent formalization they provide SPL properties (in terms of refinement) that support evolution of software product lines. In contrast to their work, we specifically focus on FOP and introduce first refactorings in a more practical way by describing rather the actual mechanisms than the underlying theory. However, integrating our ideas with their theory could be beneficial and is left for future work.

8. CONCLUSION

Refactoring of source code is a pivotal task regarding the quality and longevity of source code. While it is well-understood for conventional, stand-alone systems, only few work exists for SPLs. In this paper, we presented how existing, object-oriented refactorings can be extended and applied to feature-oriented SPLs, while preserving all variants of the SPL. To this end, we introduced the notion of variant-preserving refactoring and proposed concrete refactorings for feature-oriented SPLs. Additionally, we shared first experiences when applying such refactorings for the removal of code clones. Finally, we discussed the generalizability of our approach for annotative SPLs.

In future, we intend to extend this work by more refactorings for feature-oriented and annotative SPLs. Furthermore, we intend to provide tool support for these refactorings so that they can be applied and pre-conditions can be checked automatically. Additionally, merging our ideas with existing theories and formalizations for feature-oriented refactoring is an important future task, because it allows us to prove the variant-preserving nature of refactorings. Finally, extending our refactoring approach to annotative SPLs is a challenging but promising task that we intend to pursue in the future.
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