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Abstract—Regression testing is the common task of retesting software that has been changed or extended (e.g., by new features) during software evolution. As retesting the whole program is not feasible with reasonable time and cost, usually only a subset of all test cases is executed for regression testing, e.g., by executing test cases according to test case prioritization. Although a vast amount of methods for test case prioritization exist, they mostly require access to source code (i.e., white-box). However, in industrial practice, system-level testing is an important task that usually grants no access to source code (i.e., black-box). Hence, for an effective regression testing process, other information has to be employed. In this paper, we introduce a novel technique for test case prioritization for manual system-level regression testing based on supervised machine learning. Our approach considers black-box meta-data, such as test case history, as well as natural language test case descriptions for prioritization. We use the machine learning algorithm SVM Rank to evaluate our approach by means of two subject systems and measure the prioritization quality. Our results imply that our technique improves the failure detection rate significantly compared to a random order. In addition, we are able to outperform a test case order given by a test expert. Moreover, using natural language descriptions improves the failure finding rate.
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I. INTRODUCTION

Modern software systems are usually very complex, thus, testing plays a pivotal role in the entire development process. Moreover, software undergoes a continuous evolution process either to fix known failures or to introduce new features. Hence, for every version to be released, regression testing is a fundamental task, as it ensures adherence to the software’s specification. Testing requires at least 50% of resources allocated to a software project [16]. Unfortunately, it is too expensive to test a software version exhaustively due to limited resources available for a usually very high number of test cases. In contrast, especially safety-critical software systems require a comprehensive testing process, for instance, to fulfill standards, such as ISO 26262 [1]. Test case prioritization allows to focus on the most important test cases [34]. However, current prioritization techniques mostly consider white-box testing, that is, access to source code is available [3]. In contrast, many complex software systems are developed in a component-based fashion, where different components come from independent suppliers or teams within a company [10]. It is common in system integration, that access to component internals is restricted, i.e., the source code of the components is unknown to the tester. Hence, black-box testing is applied, which is based on a system specification containing requirements in natural language. In addition, test automation might not be available. Test cases are defined in natural language and executed manually. In such a setting, regression testing becomes difficult as test case prioritization techniques are usually applied with access to source code [13]. There don’t exist any techniques to our knowledge, which are able to exploit natural language test case descriptions to improve regression testing.

To fill this gap, we propose a novel technique that allows for automatic test case prioritization in system-level testing of test cases written in natural language. It aims to emulate test expert knowledge and to reuse it for an automatic prioritization of test cases. We employ supervised machine learning (ML) and natural language processing (NLP) to rank test cases. As a result, the failure detection rate of testing is improved by finding failures earlier. This increases testing effectiveness compared to random and manual prioritization, especially, as prioritizing test cases manually a priori is infeasible and done in an ad-hoc fashion.

In this paper, we make the following contributions:

- A concept for test case prioritization in system-level regression testing based on black-box meta-data and natural language test case descriptions, improving the prioritization of test cases compared to random and manual ordering.
- A realization of our concept using a ranked classification ML algorithm, the ranked support vector machine (SVM RANK), obtaining a ranked classification according to the priority of test cases.
- An evaluation of our technique with two subject systems, one from academia and one based on industrial test data. Our results show that our method considerably improves the fault revealing rate compared to a random approach and outperforms manual prioritization of test cases in terms of necessary time and fault detection rate.

II. BACKGROUND

A. Black-Box Regression Testing

Software is often developed by several parties, such as suppliers, and assembled and tested as a whole by an OEM against its specification [17]. A prominent example for component-based development is the automotive industry, where this
approach is commonly applied to software development for electronic control units. If no automation is available in black-box testing, the corresponding test cases are executed manually and, thus, test cases descriptions are defined in natural language artifacts containing different test steps to be executed by a tester. In practice, test data is stored in test management systems or similar applications and updated continuously throughout a project’s life cycle [10]. Due to the high complexity of testing, test sets are created manually in system-level testing and, thus, come with high costs.

Test set creation is a recurring task in regression testing, which is the process of retesting a particular version of an application after it has been modified [26]. In this paper, we particularly focus on test case prioritization, which aims at ordering test cases according to a priority value, in order to detect failures or to execute test cases covering risky components early [34]. As a result, testers can execute ordered test cases until either resources or time are exhausted, ensuring to execute the most important test cases. In this paper, we focus on prioritizing test cases according to the decisions made by a test expert imitating the expert’s behavior using ML.

B. Applied Machine Learning Techniques

Classic Support Vector Machines (SVM) try to find a hyperplane in a high-dimensional vector space, separating classes of data. Ideally, the margin between data points of different classes is maximized. Data points with minimum distance to the hyperplane are support vectors [9]. New data points can be assigned to one of the resulting classes using the resulting hyperplane function.

As a binary data split does not support test case prioritisation, we apply ranked classification techniques. For example, relevance vector machines (RVM), which use similar functions as SVMs, provide a probabilistic classification for each data point. The classification indicates the probability that a data point belongs to a certain class [29], [4]. Compared to a binary classification, each data point is assigned a value between 0 and 1, which constitutes the probability for belonging to one of the classes. As a result, data instances can be ordered by their probability values.

For this work, we apply the ranked support vector machine (SVM RANK), which has been introduced by Joachims [19] to optimize the retrieval quality of search engines for prioritisation. SVM RANK returns a ranked classification function for supervised training input and is capable to handle input vectors of large size [19]. We also experimented with RVM [29], but runs even on smaller data sets indicated that this technique is not applicable as it struggles with large feature vector sizes.

For evaluation, we apply k-fold cross validation [31]. Here, the training set is split in k parts, where each part is used once as validation set, whereas the other k – 1 parts are used as input for the training. The training is repeated k times, such that each fold is used for validation once.

III. PRIORITIZATION METHODOLOGY

In Figure 1, we show our test case prioritization methodology, consisting of five phases explained in the following.

A. Training Data Selection

As we apply supervised machine learning to rank test cases, we require that a set of test cases are labeled as either important or unimportant by an expert as training data. Using labels defined by experts supports the goal of our approach is to emulate testers decisions and knowledge. The training data quality has a significant impact on the prioritization result.

Certain aspects should be kept in mind when selecting training data [15]. The number of class entities has to be balanced, i.e., the number of test cases ideally is similar for both classes. Furthermore, the number of features is significant, as high dimensionality leads to potential large computation times and reduction of prediction performance [15]. In our case, the dictionary size leads to a considerable increase in the number of features. However, SVM Rank was able to cope with more than 3,000 different words in real-world dictionaries.

Once the training set has been selected, a feature vector is generated for every test case based on its attributes.

B. Dictionary Creation and Meta-Data Collection

We assume that test case descriptions (TCD) are written in natural language, comprising different steps to be executed by the tester and the expected result. To make TCDs processable for machine learning, we create a dictionary containing all words that occur within all test cases. Each word represents a feature for ML. The corresponding number of word occurrences in a test case is used as value. This knowledge is used to detect patterns contained in selected test case descriptions, e.g., whether test cases have been selected for a similar topic. To reduce redundancy and ambiguity between words, we apply the NLP techniques tokenization [30], filtration [33] and stemming [24]. Words are reduced to their stem and stop words and punctuation marks are removed. To reduce the feature space, we only compute the dictionary based on test cases selected as training data, as they lead to our ranked classification model. The dictionary is used as model representing a test case’s characteristics to later compute a ranked classification model. To prevent overfitting, the number of features (i.e., words) might have to be reduced to a certain glossary, if not enough training data samples are available.

Besides the test case description (TCD), our technique relies on further meta-data attributes provided by the test management system, which serve as input for the learning algorithm. Overall, we collect the following data:

Requirements Coverage (RC): Each test case corresponds to at least one requirement. Hence, requirements can be used as input for ML, for instance, to check which requirements are covered by a particular set of test cases. Each requirement is represented as feature for ML. The feature value for a requirement is either 0, if the requirement is not covered by the test case or 1 otherwise.

Revealed Failures: All failures which have been found by a test case are tracked. Hence, the failure count (FC) of a test case is used as another attribute for learning. This is particularly interesting for failure retests to ensure old failures have been fixed. Moreover, for every reported failure, the
failure age (FA) (i.e., date when it was found) and the assigned failure priority (FP) are recorded. The FA attribute is of interest if only new failures shall be considered for a retest. We define FP on a range from 1 to 3, where 1 indicates a high severity failure that absolutely has to be fixed before release, 2 are test cases of normal importance and 3 are cosmetic failures. Each attribute is a feature of ML, the value FC representing the sum of failures revealed by test case, FA their average age and FP the sum of the failure priorities, respectively.

Test Execution Cost (EC): We keep track of the time it takes to manually execute a test case (i.e., its cost), e.g., by a test management tool. The average cost of a test cases is computed as average of all costs gathered over the set of all runs for this test case. This attribute can also be used to identify test cases which have not been run at all. The EC criterion has to be used with caution as the recorded time can be very subjective.

C. Classification Learning

The main goal of our technique is to rank test cases based on a given set of training data so that it corresponds to the intuition of a human tester creating a test set. To this end, we employ SVM RANK (cf. Sec. II-B) to learn a ranked classification model (classifier) based on given supervised training data. Due to the flexibility of our approach, other ranked classification algorithms can be applied as well.

The goal of the prioritization is to reduce testing effort in two ways. First, we reduce the effort for creating suitable test sets because a tester only has to classify a subset of test cases used as training data. The resulting classifiers are reusable for different test cases. Second, we increase the testing effectiveness as failures are found earlier compared to a random or manual prioritization. Hence, test execution can be stopped earlier if resources are exhausted.

Due to software evolution, classification models get outdated and, thus, new classifiers have to be learned. Based on our experience, the interval between learning of new classifiers is project-specific, but not required as often as manual selection or prioritization of test cases.

D. Test Case Prioritization

Once a ranked classification model has been learned, it is applicable for prioritization of other test cases. Selecting test cases as input for our technique defines the scope of the prioritization, i.e., which test cases shall be prioritized. In current practice, a manual prioritization of several hundred test cases is infeasible. Our approach improves this by automatically prioritizing large number of test cases in reasonable time.

After selecting the test cases, subject to prioritization, they are transformed into a vector representation. Next, these vectors are fed into the classifier to return a probability value. Afterwards, we order test cases according to their computed probability value in descending order and combine them to a new test set, which is uploaded to the test management system. For a better understanding of the ordering, we assign the probability values to test cases, which also allows for defining a test end criterion. In particular, a threshold can be defined specifying a lower bound for the probability value up to which test cases should be executed.

E. Execution and Update

A learned ranked classification model (classifier) is reusable as often as desired. The normal use case is that a regression test is to be performed after a software update, i.e., components have been updated by a third party supplier and the system has to be tested before release. In the long run, continuous evolution of the project may induce repeating the classification learning step (cf. Section III-C). In particular, the following evolutionary changes may require a new classifier:

New Failures Revealed: If a failure has been revealed, the test case should be retested after the fix. Additionally, the failure could imply that a certain part (e.g., a module) of the software is erroneous.

New/Changed Requirements: Requirements are regularly updated or added, especially for new major releases, which contain new features. This indicates important changes, which require a new classifier.

New/Changed Test Cases: New test cases can be used as input for prioritization, depending on the current project status. In addition, a new classifier, if many new test cases have been added or test cases have been changed.

New Functionality: Within the project’s life cycle, features are developed continuously, i.e., different features are available at different times for testing. Consequently, training data should be updated to learn a new classifier, encompassing new functionality. This is done by extending positive test sets to cover new requirements and updating negative test cases. Creating new training data is less tedious than manually prioritizing and selecting test cases for each test set.

The decision whether to learn a new classifier has to be made by test experts, depending on the success rate of previous classifiers and the degree of changes within the project. In any case, previously learned classifiers are not lost as we store them persistently and, thus, classifiers are reusable at any time.
IV. Evaluation

We evaluate our technique to examine how it improves the failure revealing rate. We present the research questions, subject systems used, evaluation methodology and the results.

A. Objectives

We inspect the following two research questions:

RQ1: How good is the quality of the prioritization results of our proposed technique (1) compared to a random prioritization and (2) compared to the manual live execution of test cases as it is currently applied? This is our main objective as we want to achieve a higher effectiveness, i.e., we want to find failures earlier. Thus, we compare our approach to a naive, random approach, which we consider as a baseline. Moreover, we compare our approach with a prioritization by test experts on real-world data.

RQ2: How does the test case description, used for learning, affect the results and runtime of the ML technique compared to the other attributes? With our technique, we overcome existing black-box approaches by including also the descriptions of test cases. We investigate whether this improves prioritization compared to more basic metadata such as test history or execution time.

B. Subject Systems

We evaluate our technique using two subject systems, for which we have natural language test case descriptions (TCD).

Subject System 1: Body Comfort System. The first subject system constitutes an automotive Body Comfort System (BCS) [21], e.g., an automatic power window and alarm system. BCS is an academic project, originating from a real product and thus, containing all data necessary to apply our prioritization technique. In particular, 97 requirements and 128 test cases are defined. Both, requirements and test cases, have been written by students instead of professional testers. The dictionary encompasses 180 words after preprocessing.

For training, we split the 128 test cases equally into 64 positively and 64 negatively labeled test cases, thus, preventing class imbalance (cf. Section III-A). We manually assigned these labels according to the priorities of the different components of the system, e.g., the alarm system has a higher importance than the exterior mirror heating. A total of 7 failures has been seeded. Unfortunately, no execution costs are available, as the system is not available for testing.

Subject System 2: Automotive Industry Data. As second system, we use a real-world system provided by an industrial partner from the automotive domain. The system is developed continuously with requirements, test cases, and failures described in natural language. In particular, the available data comprises more than 10,000 requirements, 10,000 test cases, and 1,000 reported failures. Artifacts are provided within HP Quality Center(QC)

Currently, manual prioritization is costly. The manual test process is as follows: the test engineer groups test cases that should be executed according to different scenarios and performs an (implicit) ordering of these groups according to his domain knowledge about which parts should be tested.

Due to the large number of test cases and missing expert knowledge about the system, it was not feasible for us to assign labels to all test cases. We use a subset 354 positively and 291 negatively labeled test cases. The labeling has been supported by test experts. Moreover, a total of 34 failures are known for the (positive) training data set. The computed dictionary consists of about 3,500 different preprocessed words.

C. Evaluation Methodology

Next, we explain our evaluation methodology regarding data preparation, measurements, and implementation.

Data Preparation. We performed multiple runs of our prioritization technique for each system, selecting six different attributes and their combinations as feature input: test case description (TCD), requirements coverage (RC), failure count (FC), failure age (FA), failure priority (FP) and execution costs (EC). This leads to a total of \( 2^6 - 1 = 63 \) runs for all attribute combinations. Due to seeded failures, the EC attribute is unknown for BCS and, thus, only \( 2^5 - 1 = 31 \) runs are performed. For each of these runs, we perform \( k \)-fold cross validation [31], which is applicable as test cases do not depend on each other. For BCS, we use \( k = 5 \) folds, due to the small data set, and for industrial data, we use \( k = 10 \) folds. To make the results more comparable, we use the same folds for each run using different combinations of attributes.

To cope with high dimensionality of EC and FA, we change the FA feature from the concrete number of days to a 9-point scale, based on the time passed since their detection, leading to the following values: "today" (1), "last week" (2), "two weeks" (3), "last month" (4), last "three months" (5), within "six months" (6) and "last year" (7) or older than that (8). If no failures have been found, a value of 0 is given. Similarly, we introduce a 4-point scale for EC, based on the time needed for test execution: 1 = short (< 30 seconds), 2 = medium (< 5 minutes) and 3 = long (> 5 minutes). We apply a value of 0 if a test case has never been executed.

Execution and Measuring. We applied our prioritization as described in Section III. As measurement for effectiveness of the prioritization, we use the commonly used Average Percentage of Faults Detected (APFD) [27] metric. We use APFD to measure which failure \( f \) was found at which position \( TF_i \) in the ordered test set consisting of \( i = 1 \ldots n \) test cases. APFD computes values between 0 and 1, with higher values indicating that failures are found earlier. Different APFD metrics exist, e.g., by measuring test case costs [11]. We use the position a of test case in an ordering as test cases are executed manually and the position of a test case, corresponding to a failure found, is a good indicator of the prioritization quality as testers have an idea of how many test
cases they are able to execute in a certain time frame. APFD is defined for $n$ test cases and $m$ failures as follows [27]:

$$ APFD = 1 - \frac{\sum_{i=1}^{m} TF_i}{nm} + \frac{1}{2n} $$

To reduce data pollution, we consider only failures connected to positively labeled test cases for APFD computation. We perform additional preparations for the failure measurement in case a run relies on failure-related attributes, i.e., FC, FA or FP. We split the failures by their average failure age using the “older” failure set for training. In contrast, for computing APFD, we only use the second or “newer” failure set. This way, we emulate a failure finding process based on old failures to find newer, unknown failures. Otherwise, the failure distribution may bias the evaluation as failures would be used for both building the classification model and computing the APFD. We apply the aforementioned process only in case when failure-related attributes are used for learning. Consequently, three failures for BCS are used to measure APFD and five failures are used for training. APFD for industrial data is computed using 16 out of 34 failures. We measure the APFD for each fold for each run. Finally, we compute the average APFD per run (i.e., for each attribute combination), used to evaluate the impact of certain attributes on the prioritization. Beyond APFD, we measure the time it takes to train the ranked classification model to evaluate the applicability of our approach in practice. Finally, we normalize the random ordering results by running the randomization 100 times for each iteration of cross validation, i.e., we create 100 prioritized test sets for $k$ repetitions of the k-fold cross validation and compute the average values.

**Implementation.** We use QC to store data of our subject systems, i.e., providing traceability between all requirements, test cases and failures. We implemented our proposed technique in a component that connects to QC to retrieve and send data and applies the machine learning algorithm to prioritize test cases. For the implementation of the ML algorithm, we use the *dlib* [20] machine learning library.

### D. Results

Next, we present and discuss our case study results, grouped by the research questions we defined in Section IV-A.

**RQ1. Body Comfort System:** In Fig. 2, we show the results for the APFD metric by means of two boxplots for SVM Rank and one for random prioritization. Each boxplot represents the average APFD values for each run performed for the different combinations of attributes, split into combinations with and without the TCD attribute.

Our data reveals that our technique considerably outweighs random prioritization. In particular, it achieves a combined median APFD value of 0.7 for both boxplots with a peak value greater than 0.8. This is higher than the average APFD of about 0.5, which the random algorithm achieves.

**Industrial Data.** We show the results for our industrial data in Fig. 3. Again, our technique outweighs random prioritization having a overall median APFD value of almost 0.9 in general for industrial data. This indicates that the technique scales very well with larger dictionaries as well as larger quantities of input data.

The APFD results indicate that our technique provides a very competitive prioritization of test cases. To strengthen this observation, we also performed an additional comparison of our technique to the currently applied manual test process of test experts of an industrial partner. The comparison was performed in a live test run on a current version of an industrial automotive SUT. Hence, we measured the detection rate of new failures. For fair comparison, we also let the test expert select the training data. These training sets led to two classification models, referred to as *Classifier A* and *Classifier B*. The first training set was selected without any previous knowledge about the technique. Classifier B has been created after Classifier A had been used for prioritization. In particular, the test expert selected 237 positive and 158 negative test cases as a first training data set (for *Classifier A*), and 255 positive and 155 negative, as second set (for *Classifier B*).

To gain insight on our performance, we selected a total of 155 test cases, which will be used to measure the APFD of our technique, i.e., these test cases are prioritized using...
both learned classifiers. Only a small subset of the test cases have been used for training. The test case quantity is rather low to ensure that all test cases are executed to gain knowledge on revealed failures used for APFD computation. Afterwards, we let the test expert execute the test cases in an ordering according to his knowledge and personal decisions (as described in Sec. IV-B).

Fig. 4 shows the resulting graphs of the failure detection rate of the manual and automatic prioritization. Our data reveal that the results of both classifiers outperform the manual ordering considerably. The manual approach (yellow cross-dotted line) achieves an APFD value of 0.53, while the automatic prioritization leads to an APFD value of 0.60 and 0.62 for classifiers A (red dotted line) and B (blue line), respectively. Classifier A performs best around 50% of test cases executed, finding 79% of failures. Classifier B has a very steep curve in the beginning, finding 57% of failures after executing less than 25% of the test cases. Differences in classifiers stem from different test cases used as input and are hard to explain as the training data is selected by the expert based on his expert knowledge. The resulting classifiers are hard to interpret and comprehend due to large feature spaces and a mathematical representation of the classifier. Consequently, when test execution is aborted due to time or resource constraints, our technique ensures that more of the failures are found, which is an improvement compared to the manual test execution order. Hence, our technique provides considerable improvement regarding effectiveness compared to random and manual execution order. Moreover, the results show that our technique is applicable to real-world data, providing better results than the currently applied manual approach. This indicates that our approach is able to find effective test cases important for the tested software version.

RQ2. Our technique allows to select arbitrary attributes (or their feature representation, respectively) as input for the learning process, i.e., we can combine different attributes with each other. Given the results of RQ1 and the fact that we include a variety of different classification attributes, it is of superior interest to identify those attributes that specifically contribute to the best prioritization results. As we performed different runs using all different attribute combinations, we are able to analyze each combination in detail. When reviewing the results for both subject systems in detail, we observed that the TCD had a significant impact on the prioritization of test cases. Hence, in the following we particularly distinguish between the average APFD values for combinations with and without using TCDs. The results for these combinations are shown in Fig. 2 and Fig. 3, respectively. We show the best and worst APFD values for the combinations in Table I. Moreover, we also discuss these results in relation to training and classification time, shown in Table II.

Body Comfort System. Our results show that using TCDs improves the failure detection rate significantly for BCS. In particular, our prioritization scores an average APFD value of 0.49 for attribute combinations without the TCD and an APFD of 0.74 with TCD. The best APFD value is achieved using TCD only for prioritization, while the worst result is achieved without it (cf. Fig. 2). Reasons for this are potential similarities between test cases according to their TCD, i.e., we are able to detect if test cases test the same parts of the systems. Thus, if one test case reveals a fault, another test cases covering the same part of the system might also reveal a failure. As a side effect, the training time with TCD is about 5 times higher than training time without TCD. Similarly, the classification time differs by a magnitude of nearly 10. Nevertheless, even in the worst case, time needed for training and classification, respectively, is in the range of milliseconds. Hence, we argue that the aforementioned differences are negligible.

Industry Data. For this data set, we are especially interested in the effects using the TCD because the natural language description is very common in practice and, thus, of great interest for the applicability of our technique. To this end, we show the average APFD values for combinations with and without TCDs as boxplots in Fig. 3.

Our data reveals that the prioritization achieves an average APFD value of 0.64 without and 0.85 with the TCD attribute,
Thus, results are even better than for the BCS system. The peak value of 0.92 is achieved as a combination of TCD together with three further attributes (cf. Table I), while TCD is again not part of the worst result. Hence, the difference between the combinations with TCD attribute is even more significant than for all combinations without it (cf. Fig. 3). As explained for BCS, TCD allows to reveal test cases that test similar behavior, allowing to find more failures in the same subsystems.

Considering the training and classification times, we observed that a larger dictionary and number of requirements has a considerable impact. In particular, the prioritization needs at least 127 ms to train the classification model without using the TCD. If we take the TCD into account as input for learning the classifier, the training time increases up to 2.7 seconds. We measured these times using a notebook with two 2.9 GHz cores and 8 GB of RAM.

Overall, we conclude that the TCD has a positive impact on the prioritization in terms of APFD, and the resulting increased time for training and classification is negligible because it is in the range of seconds, while a manual prioritization of such quantities of test cases is infeasible. Nevertheless, durations must be evaluated for even larger or different data sets.

**Threats to Validity.** For RQ1, we use already seeded failures for BCS and already reported failures for industrial data as we did neither have access nor expertise to test the SUT. Hence, our approach can only be as good as the current failures indicate even though more unknown failures might have been revealed using our technique. We did not

compare our technique to other existing prioritization techniques besides manual and random execution as these use different attributes for prioritization, e.g., historical data of specific runs, code-level information, or risk values. This threat is mitigated as we have shown that our technique is able to outperform a baseline (random) approach and the currently performed (manual) technique on real-world data, which shows the potential and applicability of our technique.

This comparison may exhibit threats regarding the test execution process as the test engineer groups test cases to be executed together, e.g., based on their preconditions. However, we argue that for our evaluation, the model has been trained by the expert and, thus, constitutes an order that is inspired by the tester’s decisions and is comparable to the current, manual execution. Furthermore, as we use supervised ML, the selection of training data is very important and influences the quality of the results. Different test experts might classify training data differently and, thus, introduce a threat to validity. However, our evaluation indicates that test experts are eligible to properly train the ML to achieve good APFD values. Even though one industrial case study is not enough to generalize the results, it indicates the potentials and applicability of our technique on real data sets.

While we compared our technique to random prioritization in terms of computation time in RQ2, testers usually do not prioritize their test cases, but perform an ad-hoc selection which depends on the current context and project situation. Additionally, the manual prioritization of several hundred test cases is very time consuming and non-trivial, rendering a comparison almost infeasible. However, we argue that the speed of the computation is very fast and, thus, is applicable in a practical scenario.

**V. RELATED WORK**

In this section, we acknowledge prior work on test case prioritization and machine learning-based testing techniques. The existing techniques differ to our approach in their used artifacts (i.e., either only subsets of our technique or other data, such as code or severity values) and the underlying concepts (i.e., most are not applying machine learning). In contrast to our novel approach, none of the existing techniques are able to analyze and exploit test case descriptions in an automated fashion. We present related work according to their used artifacts in the following.

**Cost-based Prioritization and Selection:** Wong et al. [32] were one of the first to propose the prioritization idea for testing. Their approach uses increasing cost per additional coverage of modified code and, thus, is applicable only for white-box testing. Herzig et al. [18] present a self-adaptive test case selection strategy called THEO, which is based on execution costs of test cases. Their approach automatically skips test executions if a test case’s expected execution cost exceeds the cost for not executing them. The input information is available in black-box domains as THEO only requires historical test data, such as execution time, and context information, such as the build type and architecture. In contrast to us, they select or prioritize test cases based on different cost functions.

**Requirement-Based Prioritization.** Within the black-box domain, requirements-based testing is often performed to prioritize test cases. Srikanth et al. [28] present the PORT prioritization technique for system test cases based on four different factors: customer-assigned priority of requirements, developer-perceived implementation complexity, requirements volatility and fault proneness of requirements. Moreover, Chen and Wang [8] present a test case prioritization technique based on a requirements severity score and inter-case dependency. They use both a genetic algorithm and ant colony optimization to prioritize test cases. Perini et al. [23] present the case-based ranking (CBRank) method to prioritize requirements. It uses information by the project’s stakeholder and priority values learned by a machine learning approach.

**History-Based Prioritization.** Qu et al. [25] present a test case prioritization approach for black-box systems based on test history and run-time information, which leads to the computation of a test case relation matrix. Engström et al. [12] introduce a history-based prioritization of test cases based on work by Fazlalizadeh [14]. Their approach uses different black-box prioritization factors, such as cost, execution history, static priority, and test case age. Similar to our work, Engström et al. evaluated their approach based on data in QC and measured the failure detection rate. While these techniques are applicable to black-box testing and a qualitative comparison to our technique should be performed, we could not perform a comparison due to two reasons: Most of the techniques require
Machine Learning-Based Prioritization. Machine-learning based testing approaches are often based on source code information. These fault-prediction techniques have been surveyed by Catal [7] showing that ML approaches can improve the probability of fault detection compared to classic software reviews using code-specific metrics. Briand [5] presents an overview of applications for ML in software testing, e.g., in risk-driven testing or as test oracles. To realize this, Briand et al. [6] present the MELBA methodology that abstracts black-box test suite information using the Category-Partitioning [22] method. Moreover, they use Decision Trees to learn about the relationship between test input and output equivalence classes to find potential redundancies. In contrast to MELBA, we prioritize test cases and use natural language test cases instead of abstractions.

VI. CONCLUSION AND FUTURE WORK

We presented a novel technique for test case prioritization in system-level testing without code access. It utilizes high-level artifacts (i.e., test cases, requirements and failures described in natural language) for black-box testing. We apply the supervised ML technique SVM RANK to learn a ranked classification model. We evaluated our technique on two subject systems to assess the capability of early failure detection capabilities using the APFD metric. Our results reveal considerable improvements compared to a random and manual prioritization by test experts. Our technique is able to find failures earlier and, thus, allowing for more efficient regression testing. Including natural language artifacts yields considerable improvements in terms of failure detection rate.

For future work, we want to assess further ML techniques for black-box test case prioritization. Among others, we suggest to use Artificial Neural Networks or Info-Fuzzy Networks for black-box testing as they have been successfully used as white-box test oracles in literature [2]. We plan to take further meta-data into account as attributes for the classification model (e.g., requirements priority or risk information). Also, further studies will allows for generalizing results. To guide the prioritization process, more investigations in the selection of training data for this particular domain have to be performed. Finally, a boosting approach [31] to reuse classification models from previous learning phases is a promising future direction to further improve the prioritization results.
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