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ABSTRACT

In this paper we define a research agenda to develop a general framework supporting online autonomous tuning of data partitioning and layouts with a reinforcement learning formulation. We establish the core elements of our approach: agent, environment, action space and supporting components. Externally predicted workloads and the current physical design serve as input to our agent. The environment guides the search process by generating immediate rewards based on fresh cost estimates, for either the entirety or a sample of queries from the workload, and by deciding the possible actions given a state. This set of actions is configurable, enabling the representation of different partitioning problems. For use in an online setting the agent learns a fixed-length sequence of actions that maximize the temporal reward for the predicted workload. Through an initial implementation we assert the feasibility of our approach. To conclude, we list open challenges for this work.
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1 INTRODUCTION

Data partitioning and layout selection are cornerstone physical design functions for storage engines. Through data partitioning tables are divided into subsets of tuples and attributes, such that they can be managed at a finer granularity. In turn, in layout selection a specific format from the given DBMS (e.g., NSM, DSM, PAX) is assigned to each of the resulting subsets. By using partitions and data layouts with high affinity to a workload, I/O requirements and cache misses during query processing can be reduced, resulting in overall runtime improvements [8, 10, 25]. Further gains from partitioning are manageability [1] and improved recovery handling.

Much research has been devoted to these topics in the last decades, with efficient methods developed for finding optimal partitions in offline [7, 10, 12, 17, 19–21, 23] and online settings [15], complemented with techniques for reaching approximately optimal solutions [27]. The automation of layout selection has also been investigated for diverse use cases [25], often supported by code-generation for layout-tuned operators [4], or comprehensive DBMS designs extending to the query engine [3, 9].

We observe that this abundance of approaches can be specially challenging for DBMS development, and that solutions that enable to bring these alternatives within a single framework could be beneficial. We consider that with the continued development of novel layout choices and use cases, the goal of automated online partitioning runs the risk of being approached through specialized implementations targeting focused challenges (e.g. index alignment, co-processor utilization, raw data or skew in OLTP partitioning), missing opportunities from a more general approach.

Though offline partitioning methods are effectively optimization problems, online methods might not be able to explore the entire search space within limited time horizons and might be better addressed under a machine learning formulation. Thus, we propose adopting one of such formulations. We also observe that machine learning methods might be useful as a principled way of structuring the exploration process, inferring the value of unvisited partitions states and in keeping fixed memory budgets. Furthermore, in adopting deep learning, massively parallel co-processors, such as GPUs, could be leveraged.
In this paper we propose an early concept for framing the online self-managing partitioning and layout selection tasks as a reinforce-
ment learning problem, with the goal of building a general solution capable of leveraging experience and mimicking specialized meth-
ods. For this we define precisely agents, environments, actions and supporting components. Since our work is in an early stage we do not offer comprehensive evaluations yet.

We structure our presentation as follows:

- In Sec. 2 we define the basics of reinforcement learning and the components of our solution.
- In Sec. 3 we present basic aspects from our preliminary im-
plementation.
- In Sec. 4 we summarize related work and in Sec. 5 we list open challenges that we seek to address in the next steps of our research.

2 A BLUEPRINT FOR DATA PARTITIONING WITH REINFORCEMENT LEARNING

In this section we start by presenting elementary background on reinforcement learning (Sec. 2.1), then we present the core compo-
ients of our proposal (Sec. 2.2).

2.1 Background

Reinforcement Learning (RL) is one of several approaches in Ma-
chine Learning where an intelligent agent learns an optimal control policy through interactions with its environment and observing the results of these interactions. After each iteration, the intelligent agent receives a scalar reward and tries to improve the learned policy to maximize the cumulative reward. RL aims to estimate the optimal policy without knowing the exact model of actions that should be followed, by only relying on the interactions with the system environment.

The system implementing RL, covering the agent/environment interaction settings, needs to be formally modeled as a Markovian Decision Process, consisting of a tuple of 5 elements, as described in RL textbooks [28]:

- \( S \): Set of states \( s \)
- \( A \): Set of actions \( a \)
- \( p(s_{t+1}|s_t, a_t) \): Set of Markovian transition probabilities
- \( r(s_t, a_t) \): Reward function
- \( \gamma \): Discount factor which is set between 0 and 1. The more into the future the reward is, the less we take it into consid-
eration.

Here, the interaction between the agent and the system is model-
ed by a policy which associates to each state \( s \), a probability distribution over actions \( a \). The quality of such a policy is quanti-
fied by a value function which associates to each state the expected cumulative discounted reward. An optimal policy is one that max-
imizes the value function. Value functions are state-action pair functions that estimate how good a particular action will be in a given state, or what the return for that action is expected to be. The value function of a given policy satisfies the (linear) Bellman evaluation equation and the optimal value function satisfies the (non-linear) Bellman optimality equation.

2.2 The Grid Formation Problem

Given these definitions, the formulation of the generic partitioning problem (i.e., the grid formation problem) as a RL instance repre-

sented by a MDP becomes apparent. In the following we describe the core components:

2.2.1 Environment. The environment is represented by the cur-
rent state \( S \) of the table. We considered that two representations are possible for the state. In one a matrix can be used to represent the table, with entries in each cell encoding the ids of the partitions which include that cell. For this representation a careful enumeration of partitions is needed. Another, arguably simpler, representation is to store each partition as a set of the item ids (i.e., the fixed positions of the item in the table) with the additional information of the chosen layout. Hence, a partitioning can be represented as a set of sets.

The environment is also initialized with the predicted workload for the current training process, this is formed by a group of queries, and the frequency of each query. The queries themselves can be described (as partitions) by the items that they access. This formulation of the workload can be extended to include sequences of queries or selectivity information.

The reward, \( p(r_{t+1}|s_t, a_t) \), given to an action by the environment does not depend on the distance to a fixed target. It is a function of the fitness of a partitioning to support all queries from the workload. For large workloads, additional skew and noise parameters can be used to sample queries in each step. Hence, given a state (incl. cur-
rent partitioning and workload), action rewards are assigned based cost estimations (i.e., immediate rewards) for either the complete workload or a sample.

Deterministic rewards that consider a complete workload are common in vertical partitioning algorithms. For example, open-
source implementations are available for different algorithms using costs adapted to HDD (with seek and scan components) and main memory assumptions (based on Hyrise [10]) over all queries from the TPC-H workload that access a selected table [16].

Generic stochastic rewards can be calculated by determining the most similar partition (MSP), from the partitioning which goodness we are measuring. The MSP is the one with the most common items to the current query (CQ). An additional aspect that can be considered are the untouched partitions by in the selected query set (UPQ). With these components a reward can then be calculated as follows:

\[
\sum_{CQ} |MSP_i \cap CQ| - |MSP_i - CQ_j| - UPQ
\]

Penalizing unused partitions models in-memory DBMS, with unnecessary partitions having the side effect of filling the memory with irrelevant data. Through extended testing we have seen that such a stochastic rewarding strategy can indeed guide agents to a solution. More evaluations are in the scope of our future work.

2.2.2 Actions. For the set of possible actions \( A \), given the current state, the following can be considered:

- add a row, a column or an item, this can only be done if these do not already exist as a partition
- merge two partitions, here since each partition is a set, com-
mon items are de-duplicated
- remove a partition, an action that is only possible if the complete set of partitions covers the entirety of the table
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• divide a partition into two
• change a layout within a partition

Each action, in turn, can be represented as the resulting partitioning after applying the action. Hence, in our formulation, state transitions, $p(s_{t+1}|s_t, a_t)$, are deterministic. Our aim in choosing these actions is to model both horizontal and vertical partitioning with optional replications and layout changes. We build these actions as a generalization of diverse physical design characteristics developed for mixed workloads[24]. Furthermore, we selected these simple actions as they could reasonably be applied incrementally as part of query processing in an online system. Another consideration is that by choosing relatively simple actions, we reduce the action space given a state (for example, all the ways of splitting a partition into 2 results in less actions than all the possible ways of splitting a partition into 3). As a drawback from the design of our action space, complex sequences of actions might be needed for some trivial changes (e.g., to remove a specific item from a partition it might be necessary to first split a partition and then to remove the item).

The environment is responsible for providing the agent with a list of actions to consider, and an expected reward for each action. The selection of actions enables to frame the problem either as vertical/horizontal partitioning only, or specific hybrids. The choice of actions considered could also be adapted to limit the amount of exploration and to prevent cycles. Regarding rewards, they can be discounted with a cost associated to performing each action (e.g. as considered by Basu et al. [5]).

2.2.3 Agents. In our formulation of the problem the agent is in charge of learning the long-term value of a given action for a combination of workload-state pairs. This leads itself to two alternatives for training. In order to produce a general agent, then it should be trained on different workloads. For less general agents, it is possible to train them on a specific workload. In order for the last formulation to be online, a fixed sequence of actions of length n for a given logical table and workload can be learned through a number of training iterations k, given an initial state and a workload passed as a parameter both to the agent and to the environment. Once a good policy is learned, the agent outputs this solution and waits for a next state and workload.

The policy learning process can be achieved in several ways. For our current research and implementation we selected have Q-Learning, to manage simple cases, and Deep Q-Learning choices for more complex ones.

Q-learning is a simple off-policy algorithm for temporal difference learning, corresponding to a model-free Reinforcement Learning method[13] used when the agent initially only knows the set of possible states and actions. Since the state transition and reward models are also not known, the agent improves its behavior through learning from the history of interactions with its environment. Under sufficient training, the Q-learning algorithm is proven to converge to a close approximation of the action-value function for an arbitrary policy. We can express the Q-value of state s and action a in terms of the Q-value of the next state $s'$ as stated by the Bellman equation:

$$Q(s, a) = r + \gamma \max_{a'} Q(s', a')$$  \hspace{1cm} (2)

The maximum future reward for this state and action is the immediate reward plus maximum future reward for the next state. The main idea in Q-learning is that we can iteratively approximate the Q-function, the long-term value of an action, by using the Bellman equation. In the simplest case the Q-function is implemented as a table, with states as rows and actions as columns.

$$Q(s, a) = (1 - \alpha)Q(s, a) + \alpha(r + \gamma \max_{a'} Q(s', a') - Q(s, a))$$  \hspace{1cm} (3)

Here, $\alpha$ is a learning rate that controls how much of the difference between previous Q-value and newly proposed Q-value is taken into account. The $\max_{a'} Q(s', a')$ used to update $Q(s, a)$ is only an approximation and in early stages of learning it may be completely wrong. However under proper training the approximation improves and if we perform this update enough times, then the Q-function will converge and represent the true Q-value.

We selected Q-Learning for our study since it is a value-based method that does not require a complete exploration of possible policies to converge to a reasonably optimal solution. Policy based methods can be expected to require more training for large action spaces like the one we consider.

Vanilla Q-Learning could be adequate when the search space is limited, as is the case of vertical partitions for few steps. However, when including horizontal partitions, the number of partitions that can be generated given a table state increases at a fast rate, thus maintaining a Q-table could be unfeasible. In fact, the number of possible partitions of a set with N elements into disjoint, non-empty subsets is described by the Bell numbers[11]. This number increases even more when we consider replication, having its upper bound limited by the square of the amount of items that conform the table. Accordingly, the general grid formation problem (considering replications and partitions in both dimensions) might be framed as a double Bell number problem. Since the size of the Q-table grows rapidly, a naive Q-Learning approach becomes intractable for real world scenarios due to the large memory requirements. Furthermore, the exhaustive process of traversing the entire space of state-action pairs that guarantee the convergence to the optimal value function becomes computationally expensive for a large table. In addition by requiring exact matches, unvisited actions cannot be estimated from visited ones.

Deep Q-Learning extends Q-Learning for large domains, approximating the Q-Function instead of finding the optimal, meaning that we don’t need to store the complete Q-table as this is approximated by the weights within a neural network. On the plus side, this approach enables the system to give approximate values for unvisited states. The main goal of this approach is to minimize the distance between the approximated function and the Q-Function.

$$\tilde{Q}(s, a; \theta) \sim Q(s, a)$$  \hspace{1cm} (4)

By tuning the amount of layers and units within layers, a Deep Neural Network can approximate functions that work with high-dimensional data and increasing complexity. Deep Q-Learning employs a Deep Neural Network called Deep Q-Network (DQN) to represent the Q-Function, that takes as its input a state and provides the estimate of the corresponding Q-value for each of the possible actions the agent can take as its output.
In an alternative approach, the network can be used to learn the Q-value given a state and an action. In consideration of the large number of states in the grid formation problem, in our implementations we’ve only studied the second approach. Given that we are approximating the function, we need to update Bellman’s equation accordingly.

$$Q(s, a) = r_t + \gamma \max_a Q(s', a' | \theta)$$  

(5)

There is a mismatch, of sorts, between how neural networks need to be trained (since they assume less correlated data) and how reinforcement learning works (with possibly strong data correlations within steps of one training episode). To address this, DQNs are trained through a mechanism called experience replay. In this process, previous experiences are stored in a “replay memory”. During training, we randomly sample experiences from this memory and use them, instead of the most recent transition, trying to prevent the network to drive into a local minimum.

The exploration-exploitation dilemma considers the problem of an agent getting stuck in a local minimum because of the greedy nature of its decision making process, which leads it to tend to choose the best available action. One strategy to avoid this situation is called $\epsilon$-greedy approximation, which consists on choosing in every step between the best action and a random one, $\epsilon$ being the probability of taking the random action.

A strategy that has shown great results is to start training the model with a high degree of exploration and slowly decreasing the value of $\epsilon$ over time as the model gets confident about the policy it learned. These are some of the aspects that we considered when designing and training our model. Some other optimizations introduced in our implementation, to help the training times were introduced in our implementation, to help the training times were adapted to the needs of the learning process. The solution of the process is the sequence of steps with the highest rewards.

Though for our research we have used Q-Learning and Deep Q-Learning, it is possible to adopt other algorithms like Actor-Critic models or PPO. In our work the key distinction in how we select algorithms is between simple and deep models, since both have different characteristics and are suitable for managing cases of different complexity.

2.2.4 Supporting Components. Our proposed solution relies on components other than those specific to reinforcement learning. Namely, a cost estimator and a workload forecaster. These components are separate because their learning targets are markedly different from the ones of our model. Workload forecasting can be improved in ways that might not affect our model, however in future work we will consider the fragility of the learning process w.r.t the quality of estimations, and alternatives to updating learned features with new estimations.

With this we conclude our presentation on the fundamentals of our proposed approach for framing automated partitioning and layouts as a reinforcement learning problem. In Sec. 3 we discuss our early implementation and illustrate some limited practical observations.

3 PRELIMINARY IMPLEMENTATION

For our implementation we used OpenAI Gym\(^1\) an open source toolkit for reinforcement learning. In OpenAI Gym, the agents experience is divided into a serial number of episodes. In each training episode, the agent chooses its action randomly (i.e., following a parameterized distribution that considers the exploitation vs. exploration trade off, and that is biased towards high Q-values). Each episode continues until an environment reaches a terminal state, which is reaching the maximum number of steps, $n$, defined for the learning instance. The main target of the agent is thus to achieve maximal rewards in as many episodes as possible. As a result of the training during $k$ episodes, the agent learns a sequence of steps that correspond to small physical design tasks to achieve workload adaptivity. The solution of the process is the sequence of steps with associated maximal rewards.

Fig. 1 shows the visualization we developed to illustrate the process. We color-code the membership of items to grids. On the right side we display continuously the target partitioning or grid formation. On the left side we display first the progress of the training, with the agent exploring and exploiting the actions space. After training we display on the left side the sequence of steps of the learned policy.

In terms of the implementation, the DQN agent is not very different from the basic one. It takes as input the encoded state of the table (with one numeric value stating, per item, the partitions to which it belongs), the workload (represented as the set of values from a usage matrix with queries as rows, and each position serving as a flag for the query-item uses), and finally an action (as the encoded state resulting from the selected action). The network predicts the future value of the input features (i.e the action-workload-state), for this, the maximum one-hop predicted reward of the next step is propagated during training. The specifics of network configuration and training optimizations are currently hand-tuned. For the example of the vertical partitioning the lineitem table in TPC-H we implemented as input 17 x 16 nodes corresponding to the queries using columns of the table and the number of columns of the table.

\(1\)https://github.com/openai/gym

![Figure 1: Screenshot of our visualization of the grid formation learning process.](image)
in addition to 16 x 2 input nodes for the state and the action. For this case we selected 3 hidden layers of 4 nodes each. For implementing the network we use Keras, ReLu activation functions and select Adam as an optimizer. Advanced optimizations to speed-up the training process, not possible in the straightforward approach, such as parallelization of the training, are possible for this model, and we seek to evaluate them in next steps.

Since we do not have an integration with a database, we cannot yet provide practical evaluations using our implementations. However, to illustrate some of the observed performance-impacting aspects of the training process, we give an example related to the number of k iterations needed for convergence in simple transformations requiring few steps (n=2 or 3) using a straightforward Q-Learning implementation. We also select to train on a fixed workload, such that the learner overfits it. Since the described cases are quite basic, optimality is asserted by simple cost calculations.

Figure 2: Simple start and target partitions for example cases.

Case 1: This case represents the simplest one in our illustration test. The small table should start as a row-store and in 2 steps should add two new partitions, namely column 0 and column 3. This learning case requires only two steps, which can also be performed independently (i.e., they are commutative).

Case 2: The table starts from all columns and needs to partition column 3 in a specific way. This requires 2 steps. Some dependencies between steps are introduced (i.e., the partitioning steps need to be done one after another).

Case 3: This case represents an instance similar to case 1, with commutative steps, but with an addition of an extra column (which is also an extra step) to the target partitioning.

Case 4: In this case the model needs to learn 3 steps, starting from all columns it has to divide column 1 and column 2 in specific ways. Just like in case 2, we observe that steps for partitioning within column 2 have certain dependencies between them.

Case 5: We designed this 3 step test such that the table would start from all rows, then add an item (i.e., item 3), subsequently merging this item with rows 2 and 3. This case introduces the dependency of adding the item before merging it to a row.

Fig. 3 displays the results for our evaluation of convergence times. We find that the first 3 cases require a small number of training iterations (1k) to find the optimal policy. On the other hand, test cases 4 and 5 converge after 3 times as many iterations (3k). This evaluation illustrates, specifically for the case of test 3 vs. tests 4 and 5, that convergence times depend more on the complexity (i.e. the dependency between steps) than on the number of steps themselves.

From our ongoing work we observe that dependencies among steps in a learning instance is an important factor that affects training convergence. The more dependencies the slower the convergence, since more exploration is required, first for finding the optimal, second for propagating the future rewards to the learned action-state values.

Figure 3: Amount of convergence per number of episodes for simple cases.
In fact there can be cases when increasing the number of steps, but keeping the complexity, can have less influence on convergence times. This can be also understood as a case of the model needing to explore more when there is only one way to reach a goal, and less when there are multiple ways.

4 RELATED WORK

Automated Partitioning: There is a long history of automated administration and tuning advisors in DBMSs, mostly championed by the AutoAdmin project from Microsoft. For the specific case of partitioning, Agrawal et. al. present an integrated solution combining index selection with partitioning and materialized views, employing estimations from the query optimizer to recommend partitions [1]. In their approach authors select column-groups based on interestingness measures and adopt greedy algorithms to select configurations under different considerations.

Automated Reorganization for Adaptive Layouts in DBMSs: Systems like H2O [2], Hyrise [10], Peloton [22] and OctopusDB [9] manage layout flexibility with either in-place or copy-based (e.g. H2O, OctopusDB) reorganization, offline or online (e.g. Peloton, H2O) reorganization, and for the latter with the choices of carrying it out as a batch background process (e.g. Peloton) or of scheduling reorganization as part of query execution (e.g. H2O). The authors of Peloton have proposed utilizing templates and arrival-rate-based clustering for queries to form representative groups, and to forecast the arrival rate for each group with an ensemble of methods[18] such that special patterns could be predicted. Authors study that a handful of query groups can be sufficient to represent a workload. Per-design, based on the predicted workload Peloton seeks to decide on the suitable layout. In order to achieve a flexible storage model they use a tile-based architecture. To our knowledge, reorganization in Peloton is approached using a fixed decision tree of actions or a learned decision tree. H2O shares with Peloton a fine-grained view on data partitioning with a heuristics-based approach to reorganization.

Vertical Partitioning: Strategies for Vertical Partitioning have been proposed as early as the 1980s. A useful evaluation of existing proposals is given in the work of Jindal et. al.[16].

Brute force algorithms enumerate all possible partitions and calculate for each the expected cost for running a pre-defined set of queries (which represent the workloads). Since the number of possible partitions can be large, this approach is not very efficient. Top-down or bottom-up methods improve brute force by starting either from the whole table as a single partition or each column as a partition, respectively. These methods then progress iteratively by finding in each step the best ways of increasing or decreasing the number of partitions by one.

Hill-climb is the most easy to understand bottom-up method. Other bottom-up methods include AutoPart [21], Hyrise [10] and Trojan [17]. AutoPart is similar to Hill-climb but it partitions the table categorically, allowing for more fine-grained partitions, like Peloton or H2O. Unlike them, but similar to our model, the authors allow replication of items across partitions. Hyrise allows only columnar partitions and it uses graph partitioning methods for guiding the optimization process. Trojan layouts frame vertical partitioning as a knapsack problem, authors uses interestingness measures for deciding if it is reasonable to merge partitions. In their work they can also delete replicated partitions when their utility falls below a threshold. Our work enables replication of items but, in order to reduce the action space, we do not consider replication of partitions like Trojan.

Navathe [19] and O2P [15] are examples of top-down methods. Navathe constructs an affinity matrix for columns, according to how their co-usage in the queries for the workload. Navathe partitions the table based on matrix clustering. O2P uses the matrix representation of Navathe but with an online matrix clustering. This makes O2P the only method able to work online. O2P also keeps track of unused partitions for removing them. In our model for rewards based on stochastically generated queries we attempted to mimic this through a penalty.

In our model by making actions very fine grained we support the exploration behaviors of bottom-up and top-down partitioning methods. Similar to O2P we offer a method which can be executed online. Unlike most of these methods we consider much more fine-grained partitions and we add a learning framework to the problem. As a result we select the second alternative in a trade-off between exploring the possible actions exhaustively (deterministic vertical partitioning algorithms) or learning the most efficient way of exploring the action space.

Reinforcement Learning for Database Tuning: To our knowledge, the adoption of Markov Decision Processes for database tuning has been limited. Basu et. al. present a formulation for online tuning w.r.t queries [5], the core MDP presented is similar to our modeling. In their design authors include cost-model learning as part of their framework and test their model for the index selection problem. Unlike their work in our approach we assume a workload as an input, rather than a query at a time. Sharma et. al. argue for the adoption of deep reinforcement learning for automating database administration [26]. Authors map the index selection problem to a reinforcement learning problem, providing an evaluation using DQNs with PostgreSQL.

5 OPEN CHALLENGES AND ONGOING WORK

In this short paper we introduced an early proposal for a reinforcement learning framework to approach online partitioning and layout selection. Our goal is to contribute towards a general and unified solution to frame partitioning as a learning problem that can improve with experience, for future DBMS developments.

Advances in artificial intelligence suggest that it is reasonable to expect learned approaches to outperform exhaustive searches or heuristics. These techniques have characteristics that could enable them to overcome traditional query optimization issues stemming from erroneous hard-coded assumptions. Moreover, parallelism in training, GPU utilization and memory footprint reductions can be expected from leveraging deep-learning methods in tackling such problems.

Though we have some early implementations, our development is very much a work in progress. There is a large space to explore and exploit in our ongoing work, as we seek to integrate GridFormation agents with a state-of-the-art DBMS, evaluate the results and improve the framework.
We identify the following basic challenges, which we seek to address:

• **Scalability:** The combinatorial nature of possible partitions, creating a large action space that impacts training and memory requirements, is a key challenge when including horizontal partitions. Assuming tile-based architectures [3] could help reduce the search space.

• **Accelerating the exploration:** Focusing on search space areas can accelerate the exploration during training, however this might introduce loss of generality for the resulting agent.

• **Encodings and Augmenting the state representation:** In our neural network implementation we create numeric encodings of the partitions. Different encodings could benefit the learning process.

So far our implementation is data-agnostic. Statistical descriptions of data, such as feature vectors or basic min-max aggregates, can be impactful in horizontal partitioning (e.g. as studied by Sun et. al [27]). Leveraging such data for training, and providing similar descriptions for the resulting partitions from our model is an open research direction. Different query workload representations (e.g. Query2Vec[14]) could be useful as well for our model.

• **Alignment:** Modeling alignment with indexes and materialized views is a necessary feature for physical design.

• **Cost models for sequence training:** In our formulation the training needs to learn n-sized sequences of optimizations. For this design to be adopted in a DBMS it is necessary to establish a cost/gain model according to the complexity of the sequence to be learned. Thus the configurable actions can be selected in a principled manner.

• **Update of cost estimations:** Since cost estimation (i.e., immediate rewards) is performed in a supporting component, improvements in the estimation need to be fed back into the learned models. We seek to consider alternatives for this.

In exploring solutions for these challenges, selecting goodness measures other than simple immediate performance for one task (i.e. measures like predictability, as evaluated by Borovica et. al [6]), and developing fair tests comparing with methods for more specific partitioning problems, are the essential prerequisites if we are to move the needle forward.
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