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ABSTRACT
As software product lines are increasingly used for safety-critical systems, researchers have adapted formal verification techniques such as model checking and theorem proving to cope with compile-time variability. While the focus of the ongoing debate lies on the verification mechanisms itself, it becomes increasingly difficult for researchers to maintain an overview about the various accompanying modeling techniques. We survey existing approaches as a first step towards a unifying view on variability mechanisms in formal modeling techniques for product lines. We illustrate the approaches by means of a running example to illustrate their commonalities and differences.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verification—modeling, variability; D.2.2 [Software Engineering]: Design Tools and Techniques

General Terms
Design, Languages, Verification
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1. INTRODUCTION
Today, software systems must often be developed in a large variety of variants to meet the requirements of different customers. Software product line engineering is a paradigm of software development in which multiple products that share a common set of development artifacts are developed simultaneously [16, 43]. Each product of a product line is considered as a combination of features [3]. A feature is a user-visible characteristic of a software system [33].

Software product lines are increasingly used for the development of safety-critical and mission-critical systems in which software errors may have consequences that cannot be tolerated [51, 8]. For single-system engineering, the use of formal specification and verification techniques has emerged as an approach to establish correctness properties [12]. Challenges for ongoing research is to adapt formal verification techniques to cope with the variability of software product lines [59].

In general, a verification technique consists of a formalism to model the behavior of the system, an accompanying formalism to describe desired behavioral properties, and a well-defined mechanism to check the model against the specification. In recent years, researchers have adopted established verification techniques to cope with the variability of product lines [59].

So far, the literature focuses on handling the variability in the verification mechanisms rather than on the modeling and specification formalisms. A number of surveys include an overview of such techniques to some degree, but none of them focuses primarily on formal modeling [54, 11, 31, 59]. In a survey on analysis techniques for product lines that includes formal verification, Thüm et al. identify the need for a survey of the accompanying modeling and specification techniques for future research [59].

In recent years, several approaches to model the behavior of product lines have been proposed. Each of these approaches has been developed rather independently from each other, being tailored towards a specific verification technique. Despite their differences, they share certain common principles regarding the handling of variability. We give an overview of existing formal, behavioral modeling techniques for software product lines. We exemplify different mechanisms to cope with variability by means of a running example to emphasize their commonalities. We see this as a first step towards a unifying view on variability mechanisms in formal, behavioral modeling techniques that may help to take advantage of their commonalities. Our results show that many existing approaches share commonalities and can be divided into a small number of categories with individual advantages and disadvantages.

2. BACKGROUND
Similar to single-system verification, a significant part of the modeling techniques for product lines are based on transition systems (TS). Thus, we give a brief introduction to transition systems.
A (labeled) transition system $T \subseteq S \times \text{Act} \times S$ is a tuple $(S, \text{Act}, \rightarrow, I)$ where

- $S$ is a set of states,
- $\text{Act}$ is a set of actions,
- $\rightarrow \subseteq S \times \text{Act} \times S$ is a transition relation,
- $I \subseteq S$ is a set of initial states.

A TS describes all possible executions of a system. An execution starts in some initial state $s_0 \in I$. In each step of execution, the system evolves according to the transition relation. The outgoing transitions of a state determine the next possible steps of execution. Figure 1 shows an example of a TS of a transaction system. A transaction starts in the state inactive. After activation it reaches the state running. When the end of transaction (EOT) is reached, the transition either gets aborted or committed depending on whether the performed operations preserve the consistency of the database.

3. MODELING TECHNIQUES FOR SOFTWARE PRODUCT LINES

The specific characteristic of product-line models is that multiple products that share large parts of their behavior but differ in others must be developed simultaneously. Thus, modeling techniques that include a notion of variability have been proposed in the literature. In this survey, we focus on modeling techniques for formal, behavioral verification of software product lines. We present annotation-based modeling techniques for product lines in Section 3.1 and composition-based modeling techniques for product lines in Section 3.2.

3.1 Annotation-Based Modeling

In annotation-based modeling techniques, parts of a model are annotated with information about their mapping to products of the product line. The set of products is typically referred to by means of feature expressions, i.e., by logical expression over the set of features. An important class of annotation-based formalisms are variants of TSs, which are often used for model checking of software product lines. Common to the formalisms based on TSs is that variability is encoded by adding specific labels on transitions of a system. When modeling a product line with a TS, each product of a product line differs in the set of reachable states and the set of transitions to reflect behavioral differences. Commonalities between products manifest in transitions that are common to some or even to all products.

**Family-TS.** The most basic approach to use a TS for the modeling of product-lines, to which we refer to as Family-TS, is to include all transitions of all products into a single TS. This approach has been discussed by Fischbein et al., mainly to motivate the development of further extensions. In this basic approach, no explicit labels to express variability are required. The implicit meaning of a transition $T$ can informally be seen as: There is at least one product that includes transition $T$.

A Family-TS can be used to reason about a limited set of properties. Consider the case of reachability, i.e., the question whether a certain target state $T$ is reachable from a source state $S$. If state $T$ is not reachable from state $S$ in the Family-TS, we can conclude that this property holds for all products of the product line. However, if state $T$ is reachable from state $S$, we cannot conclude that this property holds for any particular product. The reason is that we do not know whether all involved transitions are contained in a given product, i.e., there is no explicit information about the mapping between transitions and products. The Family-TS in Figure 2 contains all transitions from all products of the transaction product line. As there is no transition from state done to state running, we can conclude that successfully terminated transitions are not rescheduled and executed again.

**Modal Transition Systems.** To include more information about the mapping between transitions and products of a product line, Fischbein et al. proposed to use Modal Transition Systems (MTS) $\mathcal{M}$. An MTS is a TS in which a transition is either mandatory (must) or optional (may). Again, all transitions of all products are included in a single MTS, but the additional labels reveal more information about the mapping between transitions and products. Informally, the meaning of a must-transition is that the transition is contained in all products, and the meaning of a may-transition is that the transition is contained in at least one but not all products.

In Figure 1 we show an MTS for the transaction product line. If we consider the example of reachability, there are now more cases, in which we can reason about properties of products. The
path from state *running* to state *committed* contains only must-transitions. We can conclude that state *committed* is reachable from state *running* in all products of the product line. The path between state *lockedDB* and state *committed* includes exactly one may-transition. We can conclude that there exists at least one product in which this is true because a may transition is included in at least one product. However, if there are two or more may-transitions on a path, we cannot conclude anything about the path in products because we do not know whether there exists a product that contains all involved transitions.

A similar formalism, in which MTS are specified based on I/O-automata has been proposed independently [15]. Variability is also achieved by distinguishing between must-transitions and may-transitions. A variant of these variable I/O-automata has been proposed to model individual domain artifacts, i.e., the product line is composed of a set of domain artifacts and each artifact is annotated with variability information [19].

**Generalized Extended Modal Transition Systems.** Generalized extended modal transition systems (GEMTS) have been proposed as a generalization of MTS [24]. In GEMTS, the modal annotations are applied to hyper-transitions, i.e., transitions to multiple states. Intuitively, this can be seen as a set of transitions with the same source. The informal meaning of a may-transition is that each product contains a certain number \( n \) of the annotated transitions. Analogously, a must transition means that each product contains at most \( n \) of the annotated transitions. The value of the number \( n \) must be defined additionally for each hyper-transition. While GEMTS in this sense are more expressive as MTS, they do not overcome the general limitation that relationships between individual annotations cannot be expressed.

In Family-TS, MTS, and GEMTS, the information about the mapping is not completely embedded into the model, which is their main limitation. For instance, this manifests in whether model checking algorithms are able to pinpoint specific products that violate a given property [14]. In MTS and GEMTS, specific labels express whether a certain transition is contained in all products or not. However, from such a model we cannot conclude the exact set of products that is target of the mapping. To overcome this limitation for analysis purposes, it is possible to enrich the specification technique for properties with additional variability information by using a specific logic [3].

**Featured Transition Systems.** Featured Transition Systems (FTS) have been proposed by Classen et al. [15]. The initial idea of FTS is to label each transition of a TS with a feature, directly constituting a mapping between the transition and the feature. The meaning of a transition \( T \) labeled with feature \( F \) can informally be read as: Transition \( T \) is contained exactly in those products that contain feature \( F \). In Figure 4, we show an FTS for the transaction product line. As each transition can be labeled with only one feature, we have to introduce a separate feature *NonLocking* as an alternative to feature *Locking*. Otherwise, products containing feature *Locking*, would still contain transitions that circumvent the locking mechanism, e.g., *inactive → running*.

The main advantage of FTS is that the information of the mapping between transitions and products is completely revealed [15]. Consider the reachability property. If a path leads from the source state \( S \) to the target state \( T \), we can conclude that this path is contained in exactly the products that contain all features that are used as transition labels on this path. However, FTS are limited by the set of possible mappings that can be expressed: Each transition is mapped to only one feature. To overcome this limitation, Classen et al. have extended FTS by allowing transitions to be labeled with feature expressions [19, 18, 14, 22]. In this case, we can replace feature *NonLocking*, by labeling the transitions with the logical negation of feature *Locking*, i.e., with \( ¬Locking \). By doing so, we associate this transition with all products that do not contain feature *Locking*. In the remainder of the paper, we denote this variant of Featured Transition Systems as FTS.

The language fPromela has been proposed as an input language for FTS for the SNIP model checker, an FTS-based adaption of the SPIN model checker [13]. Figure 3 shows an example of an fPromela model. A transition is modelled as a process. A special type *features* is used to declare the set of features as variables. Inside the process *transaction*, guarded statements are used to annotate parts of the code with its mapping to features. In contrast to Promela, these guarded statements are denoted by keyword *gd* rather than keyword *if*. The statements *lockDB()* and *unlockDB()* are only executed if feature *Locking* is present. The SNIP model checker interprets the model as an FTS, i.e., for the feature variables all possible values (true and false) are considered to reason about all products. In an approach similar to FTS, I/O Automata are annotated with a mapping to an orthogonal variability model [37].
typedef features {  
  bool  Locking;
  bool  Rescheduling;
};

features f;

proctype transaction () {
    ...

    gd :: f.Locking → lockDB ();
    performOperations ()
    gd :: f.Locking → unlockDB ();
    ...
}

Figure 5: Example of composition-based Annotations in fPromela

Adaptive Featured Transition Systems. In Dynamic Software Product Lines (DSPLs), the set of features may change at runtime [23] in dependence of the environment. To model DSPLs, Adaptive Featured Transition Systems (A-FTS), have been proposed [17]. In contrast to FTS, A-FTS consider variability of both the system and of its environment by distinguishing between system features and environment features. System features can be fixed or adaptable. Environment features can change over time, and can be observed by the system to initiate reconfigurations. This is achieved by enabling or disabling system features. The main technical difference between FTS and A-FTS, is that the transition relation is given as a function that defines which transitions exist, to which products they belong, and the current state of the system configuration and environment configuration. However, the principle to use feature expressions to map transitions to products is the same.

Featured Timed Automata. Featured Timed Automata (FTA) are a variant of FTS for real-time systems [20]. In a real-time SPL, features cannot only change behavior but also make changes to so called timing constraints for actions. In Timed Automata (TA), this is reflected in the use of clock constraints, that define timing properties for actions such as the minimum or maximum time required for execution. FTA extend Timed Automata by support to annotate clock constraints with feature expressions to establish a mapping to features.

State Diagram Variability Analysis Models. State Diagram Variability Analysis (SDVA) models have been proposed as an extension of FTS with means to express hierarchical sub-models to structure the model of a product line [23]. This is achieved by the ability to refine states of a model by defining separate submodels. The semantics of SDVA models are defined over FTS that are derived by flattening the hierarchical structure of the model.

Other Approaches. The idea to annotate state transitions has also been applied to Petri nets [45]. Feature Petri Nets have been proposed to model the behavior of product lines and for context-aware test models [46, 50]. In Feature Petri Nets, the mapping between parts of the model and products is established in the same way as in FTS, i.e., by labeling transitions with feature expressions. As a Petri net can be transformed to a TS, they can be seen as a higher-level modeling formalism that supports a more convenient way of modeling for certain classes of systems. Similarly, process-algebraic approaches have been proposed [60, 51, 30]. PL-CCS is a modeling technique based on Milner’s calculus of communicating systems (CCS) that has been enriched with a variant operator as a means to implement variability. Simple hierarchical variability modeling (SHVM) has been proposed in which each variation point of a hierarchical model is mapped to exactly one feature. The limitation of the mapping to target single features provides benefits for compositional verification. In the modeling language FLan, the mapping from model to sets of products is not achieved by means of annotations but given implicitly by treating features as first class entities. In FLan, variability of processes can be defined by using special operators, e.g., to express alternativity.

3.2 Composition-Based Modeling

So far, we have presented annotation-based modeling techniques. In the following, we present composition-based approaches, in which the product line is decomposed into separate modules representing features that can be composed to derive products.

Composition-Based TS. In Figure 6, we exemplify a technique for composition-based modeling based on TS, initially proposed by Fisler et al. [26, 39, 40, 41]. In this technique, a product line is modelled as a base feature with a number of additional feature modules. Intuitively, the base feature can be seen as a TS with special transitions that serve as extension points. At these fixed locations, feature modules can be plugged in to extend the behavior of the model. Each feature module is modelled as a partial TS with special input and output states. In the example, feature Locking consists of a single state. In our example, this feature can be plugged in between state inactive and state running of the base model. A limitation of this approach is that feature modules cannot crosscut the base model, i.e., a feature can only be plugged in as a whole at a given location. Thus, we have to extract the unlocking functionality of feature Locking into a separate feature module. Feature Unlocking can be plugged in between state ready and state aborted, or between state done and state committed.

In Figure 7, we show a similar approach in which feature modules are successively added to a base system. The transitions between states of different features are explicitly defined. Thus, each feature can have multiple incoming and outgoing transitions to arbitrary states of the base system. This allows us to incorporate both state lockedDB and state unlockedDB in a single module. However, this approach does not allow to replace transitions. Thus, the transition between state running and state ready of the base feature

Figure 6: Example of composition-based TS based on Fisler et al.
is included in all products. To avoid this, we would have to extract these transitions into a separate feature NonLocking that must be included if feature Locking is not selected.

Cordy et al. propose a similar composition-based technique, in which the base system is modeled as a TS and feature modules as special transition systems called TS+. A TS+ is a transition system with activation conditions that express the states of the base system from which the feature module can be reached, and return conditions that define the set of states into which the feature module may return to the base system.

Finite State Machines with Variability. In research regarding evolution of product lines, Finite State Machines with Variability (FSMv) have been proposed. FSMv considers for each feature a model of its requirements (FSMr) and a model of its design (FSMd). The purpose of this composition-based approach is to support an open-world assumption of product lines in which previously unknown features may be added to a product line.

Using Conventional Decomposition Mechanisms. A simple technique to composition-based modeling that has been proposed in the literature is to use a conventional modeling language known from single-system engineering and use the existing modularization mechanisms to encapsulate features. This technique has been investigated in the case of abstract state machines (ASM) [9]. The existing decomposition mechanisms of ASM have been explored regarding their capability to encapsulate features [28, 7]. These development methods apply the idea of stepwise refinement to formal models: an abstract model is successively refined to a more concrete model, and finally to executable code. The existing modularization mechanisms have been shown to be sufficient to modularize features for a model of Java 1.0 and its implementation on the JVM together with correctness proofs [4].

Similarly, a feature-oriented extension of Event-B has been proposed in the literature [28, 50, 19]. In this line of research, the conventional Event-B composition mechanisms have been explored regarding their capabilities to implement and compose features. The difference to the work on ASMs is that a mapping between features and modules has been explicitly considered. We consider both approaches as composition-based modeling techniques, as each feature is encapsulated in a single module. A limitation of this approach is that they support only one dimension of decomposition, which does not allow to express features that crosscut the dominant decomposition structure of a system [57].

For the detection of feature interactions, the modeling language Promela has been used to model the behavior of features [10]. However, these features can only be inserted at fixed locations in the base program.

Feature-Oriented Extensions of Modeling Languages. The idea to extend an existing modeling language with means to modularize features has been applied to modeling techniques. A feature-oriented extension of the formal modeling language Alloy called FeatureAlloy has been proposed by Apel et al. [4]. The main purpose of FeatureAlloy is to bridge the gap between problem space and solution space by means of an abstract model of the product line. A FeatureAlloy model is capable to encapsulate the behavior of crossing features. However, the refinement of models using multiple levels of abstraction as supported by ASM or Event-B has not been considered.

The language fSMV is an extension of the input language for the NuSMV model checker and semantically based on FTS. Notable is that fSMV is a composition-based language with semantics based on an annotation-based formalism. Similarly, Modal Sequence Diagrams (MSD) have been proposed, in which each feature is encapsulated into a separate module and translated to annotation-based SMV model for model checking purposes [29].

Other Approaches. Delta Modeling is an approach in which a product line is decomposed into a core product and a set of delta modules [33, 32, 52]. Delta modules encapsulate modifications that can be applied to the core product to derive other products of a product line. For instance, DeltaCCS is a delta-oriented extension to Milner’s process calculus CCS. Variability is achieved by decomposing the model into a core process and a set of delta modules that encapsulate change directives based on term rewriting semantics [43]. A main difference to the previously discussed feature modules is that delta modules can not only add but also remove parts of a model. A further related line of research in which composition-based models have been proposed is aspect-oriented software development [53, 47, 21, 54]. These approaches also rely on a TS for the base system and further transition systems to model features. The difference to the previously presented approaches is that the considered variability is limited. That means that the aim is to modularize features, but different combinations of features are not considered. Instead, it is typically assumed that all features are included in the product. Despite the fact that these approaches do not focus on variability, it is still possible that different combinations of features are woven into a system to derive different products.

3.3 Discussion

In various lines of research, several formalisms and languages to model the behavior of product lines have been proposed. Despite their differences, these approaches can be divided into two main categories regarding their handling of variability: Annotation-based techniques and composition-based techniques. In the following, we briefly discuss the commonalities and differences of these techniques and their potential limitations.

Annotation-based techniques have in common that the behavior of all products of a product line is modeled in a single model where individual parts are annotated with information about variability. Individual annotation-based modeling techniques differ in the characteristics of the annotations used to represent variability. Some techniques allow to define the mapping between modeling artifacts and products by explicitly referencing features or feature expres-
sions. Other techniques allow to express notions of variability such as optionality or alternative to represent the variability of a product line without including information about the mapping in terms of features, i.e., they do not establish a mapping to an explicit variability model. A potential limitation of existing annotation-based modeling techniques is that they are mainly intended to be used as a foundational representation for analyses rather than as a tool to be used by practitioners. A potential problem is that a single model for a product line may easily become large to be handled efficiently, especially in the presence of variability annotations. For future research, we suggest to investigate this assumption and potential concepts to improve the usability of annotation-based approaches, e.g., by introducing concepts for decomposition of a large model into smaller parts.

The commonality of composition-based techniques is that the behavior of individual features is encapsulated into separate modules that may be composed to assemble desired products. Individual approaches mainly differ in the characteristics of the composition mechanism. Again, there are approaches that are mainly intended as underlying formalism for verification based on TS or I/O-automata. We have identified the expressiveness of feature modules as a potential limitation in these approaches. For instance, in many approaches features can perform changes only to predefined locations in the base system. We raise the question whether such mechanisms of feature modularization are expressive enough to express a notion of feature refinement as known from implementation techniques. For composition-based modeling, there also exist approaches based on higher-level modeling languages that are intended to be more suitable as a means for practitioners to model product lines. A simple approach is to use existing modeling techniques for single systems and map parts of a model to features that can be aggregated to generate products. This approach has been shown to be sufficient in some cases, but it is limited to one dimension of decomposition, i.e., they cannot be used to modularize crosscutting features. To overcome this limitation, composition mechanisms known from implementation techniques for product lines have been applied to modeling languages. We propose to bridge the gap between these higher-level composition-based modeling languages and the formalisms based on transition systems to benefit from both the usability and possibility of efficient analysis.

4. CONCLUSION
We have presented a survey of formal modeling techniques for product lines to give an overview of existing approaches that can serve as an introduction for researchers who want to develop new techniques. Our results show, that many existing approaches share commonalities regarding the handling of variability. We distinguish between annotation-based and composition-based techniques and exemplify them by means of a running example to illustrate their differences. The current scientific debate primarily centers around verification mechanisms rather than modeling techniques. We see our work as a first step towards a unifying view on variability mechanisms in formal modeling techniques and eventually for all kind of software artifacts. We think that a unified view also helps to understand the differences of individual approaches. In future work, the survey should be extended by comparing in more detail the expressiveness, the complexities, the requirements of tool support, and the performance of different modeling techniques.
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