ABSTRACT

Exhaustively testing every product of a software product line (SPL) is a difficult task due to the combinatorial explosion of the number of products. Combinatorial interaction testing is a technique to reduce the number of products under test. However, it is typically up-to the tester in which order these products are tested. We propose a similarity-based prioritization to be applied on these products before they are generated. The proposed approach does not guarantee to find more errors than sampling approaches, but it aims at increasing interaction coverage of an SPL under test as fast as possible over time. This is especially beneficial since usually the time budget for testing is limited. We implemented similarity-based prioritization in FeatureIDE and evaluated it by comparing its outcome to the default outcome of three sampling algorithms as well as to random orders. The experiment results indicate that the order with similarity-based prioritization is better than random orders and often better than the default order of existing sampling algorithms.
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1. INTRODUCTION

A software product line (SPL) is a set of products designed to make advantage of their common features. These features meet specific needs of a given domain. Products are derived from a set of previously developed core assets. In addition to the common features, there are explicit variations which differentiate between products. The adoption of SPLs in industry decreases implementation costs, reduces time to market, and improves the quality of derived products. Thus, many software organizations change their software development from single systems to SPLs.

Evaluating the reliability of an SPL is important, because some of its features are constantly reused. Hence, testing becomes essential to avoid fault propagation to the derived products. Tevanlinna et al. describe different strategies for SPL testing: Product by product (a.k.a. product-based testing) is a traditional strategy that tests each product separately without reusing the test assets. The products are generated and tested individually, each using a standard testing technique. Incremental testing is a strategy that exploits the commonalities of products. In this strategy, only the first product is tested individually, while the following products are partially retested with regression techniques. In the reusable asset instantiation strategy, the test assets are created based on domain engineering and reused to test each product of an SPL.

Testing an SPL is a difficult task due to the high number of possible combination features which often leads to a combinatorial explosion of possible products that need to be tested. To overcome this problem, combinatorial interaction testing has been proposed to reduce the number of products to test. Combinatorial interaction testing is based on the observation that most of the defects are expected to be caused by an interaction of few features. Several approaches use t-wise testing to achieve the combination interaction between features. Several algorithms have been proposed to perform t-wise interactions such as AETG, CASA, Chvatal, ICPL, IPOG, and MoSo-PoLiTe. The result of each algorithm is a set of products that need to be tested, which is a subset of all products.

The tester is responsible in which order these products are tested. Several approaches have been proposed to prioritize the products based on different criteria. In this paper, we propose similarity-based prioritization
to prioritize the products. The goal is to increase the interaction coverage of the SPL under test as fast as possible over time. With our algorithm, we hope to reduce the time required to find defects, and thus to reduce the overall testing effort. In our approach, we select the product with maximum number of features to be the first one to test (a.k.a. allfeatures) \[10\]. We select the following product that has the minimum similarity with the previous product. Then, we select the next product that has the minimum similarity with the previous two products. The process continues until all products are ordered. The general idea of similarity-based testing is not new, Henard et al. combine the sampling with prioritization \[13\], but we adopt it by calculating the similarity between the products differently. In addition, the input of our approach can be all the valid configurations if the size of SPL is small, a set of configurations has been sampled using sampling algorithms, or a set of configurations has been given by domain experts. Our contributions are as follows:

- We propose similarity-based prioritization to order the products before they are generated and tested.
- We extend FeatureIDE \[37\] with support for product-line testing and similarity-based prioritization.
- We evaluate the effectiveness of similarity-based prioritization compared to the default order of three sampling algorithms, namely ICPL, CASA, and Chvatal and to random orders.

This paper is organized as follows. In Section 2, we give a brief introduction to feature models. We present the approach of similarity-based prioritization in Section 3. In Section 4, we describe our extension of FeatureIDE to support SPL testing. In Section 5 we evaluate our approach and discuss the results. In Section 6 we discuss the related work. Finally, we present our conclusion and future work in Section 7.

2. FEATURE MODELING

Not all combinations of features in an SPL are considered valid. Such a valid combination is called configuration \[20\]. Each configuration can be used to generate a product. A feature model is used to define the valid combinations of features. A feature diagram is the graphical representation of a feature model \[20\].

There are several types of relations between the features and the subfeatures as illustrated in Figure 1. These connections are distinguished as: and-group, or-group, and alternative-group \[3\]. In the and-group, children can be optional, such as GPS and Media, or mandatory, such as Calls and Screen. The selection of a feature implies the selection of its parent feature and its mandatory subfeatures of an and-group. In an or-group, at least one subfeature has to be selected, when its parent is selected. In an alternative-group, exactly one subfeature must be selected \[37\] when its parent is selected. For instance, a mobile phone can include only one of the following features: Basic, Colour, or High_resolution. The features are either abstract or concrete: if implementation artifacts are mapped to a feature, it is concrete; otherwise, it is abstract \[38\].

Furthermore, features can have additional dependencies that cannot be described using only the hierarchical structure; cross-tree constraints are used to define such dependencies. Cross-tree constraints are propositional formulas usually shown below the feature diagram \[1\]. As illustrated in Figure 1, the feature model of the SPL Mobile Phone contains cross-tree constraints requires and excludes. An example of a requires constraint is, if feature camera is selected to be included in a mobile phone, feature High_resolution must be selected. An example of an excludes constraint is that a mobile phone cannot support the features GPS and Basic at the same time.

3. SIMILARITY-BASED PRIORITIZATION

Similarity-based prioritization gets a set of configurations as input and orders them based on their similarity. The input of similarity-based prioritization can be all valid configurations if the size of SPL is small. For larger SPLs, the input is a set of configurations created from a sampling algorithm, given by a domain expert, or the productively used configurations. The output of the algorithm is a prioritized list of configurations.

Similarity-based prioritization select one configuration at a time to be generated and tested. As illustrated in Figure 2 if defects are found in the first generated product, the user can test the next configuration, or fix the defects and start the process again. If no defects are found in that product, the second configuration will be selected and generated.
We list all distances between configurations in Table 1. The distance between configurations \(c_1\) and \(c_2\) is calculated as follows:

\[
d(c_1, c_2) = 1 - \frac{|c_1 \cap c_2| + |(F \setminus c_1) \cap (F \setminus c_2)|}{|F|}
\]

The general idea of calculating the distance between configurations is not new. However, we compute the distance between configurations different than Henard et al. [15]. They do not consider the deselected features when they calculate the distance. The rationale of taking the deselected features into account is that some defects are caused because some of features are not selected. In the following example, we show how we calculate the distance between the configurations. Assume, we have four configurations created from a combination of eight features:

\[
\begin{align*}
c_1 &= \{f_2, f_8\}, \\
c_2 &= \{f_1, f_2, f_8\}, \\
c_3 &= \{f_2, f_3, f_7, f_8\}, \\
c_4 &= \{f_1, f_2, f_4, f_5, f_6, f_7, f_8\}.
\end{align*}
\]

We list all distances between configurations in Table 1. The distance between configurations \(c_1\) and \(c_2\) is calculated as follows.

\[
d(c_1, c_2) = 1 - \frac{2 + 5}{8} = 0.125
\]

We select at each step the configuration which is the most dissimilar to the already selected configurations. To achieve this, as illustrated in Algorithm 1, we have a set \(C\) of configurations from a feature model and a list \(S\) which is initially empty. In list \(S\), the ordered configurations are stored. The first step is to select a configuration to calculate its distance to the other configurations. We select the configuration with the maximum number of selected features because it covers most defects in individual features and enables selection of the next configuration with large distance. This strategy is common in the Linux community to test the configuration with the maximum number of selected features (a.k.a. allyesconfig) [10]. We add this configuration to \(S\), and remove it from \(C\). All other configurations in \(C\) are selected based on the similarity with the configurations in \(S\). The configuration with maximum distance to the first selected configuration (allyesconfig) will be added to \(S\) and removed from \(C\). The process continues until all configurations in \(C\) are added to \(S\).

With reference to the previous example, \(c_4\) is the first configuration selected, because it contains the maximum number of features. Next, configuration \(c_1\) is selected, because it has the maximum distance with configuration \(c_4\) (0.625). Configuration \(c_1\) is added to list \(S\) and removed from set \(C\). Then, we have two configurations in each (i.e., list \(S = (c_1, c_4)\), set \(C = (c_2, c_3)\)). We calculate the minimum distance for each configuration \(c_i \in C\) with all configurations in \(S\), and we select \(c_i\) with the maximum distance. The distances between configuration \(c_2\) and \((c_1, c_4)\) are (0.125, 0.5), and the distances between configuration \(c_3\) and \((c_1, c_4)\) are (0.25, 0.375), respectively. The minimum distance is 0.125 for \(c_2\) and 0.25 for \(c_3\), and thus the next configuration is \(c_3\). The last selected configuration is \(c_2\). The new order of the configurations is: \(c_4, c_1, c_3, c_2\). In case two or more configurations have the same value of the maximum of minimum distance, we select the first of these configurations that got this value of distance.

We select the maximum of minimum distances between each configuration in \(C\) and all the selected configurations in \(S\) to make sure that the next selected configuration is the less similar to all already selected configurations. We did not choose the sum of distances between the configurations as Henard et al. [15], because it is misleading in some cases. For instance, with reference to Table 2, the summations of distances for configurations \(c_2\) and \(c_3\) with other configurations are 0.625 and 0.625, respectively. We expect that the number of defects will be detected by \(c_3\) are more than the defects by \(c_2\), because \(c_2\) is similar to \(c_1\) (distance is 0.125), and \(c_3\) already detect most of the defects that can be detected by \(c_2\).

We evaluate Algorithm 1 by describing the amount of time it takes to finish the process. To calculate the distance between the configurations \((d(c_i, s_j, F))\), the features need to be checked whether they are selected in both configurations. The same features need to be checked in both configurations whether they are not selected (see Equation 1). The equation is executed in \(O(|F|)\). In Line 9, for each configuration

<table>
<thead>
<tr>
<th></th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>(c_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_1)</td>
<td>0</td>
<td>0.125</td>
<td>0.250</td>
<td>0.625</td>
</tr>
<tr>
<td>(c_2)</td>
<td>0.125</td>
<td>0</td>
<td>0.375</td>
<td>0.500</td>
</tr>
<tr>
<td>(c_3)</td>
<td>0.250</td>
<td>0.375</td>
<td>0</td>
<td>0.375</td>
</tr>
<tr>
<td>(c_4)</td>
<td>0.625</td>
<td>0.500</td>
<td>0.375</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: Distances between example configurations
In set $C$, we calculate the distance with each configuration in list $S$. Hence, Line 9 is executed in $O(|C|^2|F|)$. The algorithm has a loop, which keep the algorithm running until all configurations $C$ are ordered. Hence, the complexity of Algorithm 1 is $O(|C|^2|F|)$ where $|C|$ is the number of configurations to be prioritized and $|F|$ is the number of features of the SPL.

4. SPL TESTING WITH FEATUREIDE

FeatureIDE [37] is an open-source framework based on Eclipse, which supports all phases of the development of SPLs from domain analysis to software generation. The main focus of FeatureIDE is to cover the whole development process and incorporate tools for the implementation of SPLs into an integrated development environment.

Feature models can be constructed in FeatureIDE by adding, editing, and removing features using a graphical editor. With FeatureIDE, a user can create and edit configurations with a special editor. However, creating dozens of configurations manually for testing purposes is not efficient and should be automated.

Hence, we extended FeatureIDE to generate all valid products of the SPL. However, because generating all products may not be feasible. For a large SPLs, we extended FeatureIDE to support the generation of products using different sampling algorithms. As illustrated in Figure 3 with our extensions, FeatureIDE integrates several t-wise algorithms to create configurations.

The user has several options to build configurations. As illustrated in Figure 3, the user can build all valid configurations, all the current configurations (the productively used configurations) that have been created, or samples using t-wise algorithms. For sampling, we integrated CASA [12], Chvatal [4], and ICPL [17, 18] algorithms to FeatureIDE. The user can select the sampling algorithm and the value of $t$ to control the t-wise interaction coverage. Furthermore, the user can select whether to build the configurations to the same Eclipse project or build configurations to a different Eclipse project by checking the option of “Create new project”.

We present an example of creating configurations using ICPL algorithm [17] with $t=3$. It takes the feature model in Figure 1 as input and returns the following configurations represented by the model:

$$c_1 = \{\text{MobilePhone, Calls, Screen, Colour, Media, MP3, GPS}\}$$
$$c_2 = \{\text{MobilePhone, Calls, Screen, High resolution, Media, Camera}\}$$
$$c_3 = \{\text{MobilePhone, Calls, Screen, High resolution}\}$$
$$c_4 = \{\text{MobilePhone, Calls, Screen, Basic}\}$$
$$c_5 = \{\text{MobilePhone, Calls, Screen, High resolution, GPS}\}$$
$$c_6 = \{\text{MobilePhone, Calls, Screen, Basic, Media, MP3}\}$$
$$c_7 = \{\text{MobilePhone, Calls, Screen, Colour}\}$$
$$c_8 = \{\text{MobilePhone, Calls, Screen, High resolution, Media, Camera, MP3, GPS}\}$$
$$c_9 = \{\text{MobilePhone, Calls, Screen, Colour, GPS}\}$$
$$c_{10} = \{\text{MobilePhone, Calls, Screen, Colour, Media, MP3}\}$$
$$c_{11} = \{\text{MobilePhone, Calls, Screen, High resolution, Media, MP3, GPS}\}$$
$$c_{12} = \{\text{MobilePhone, Calls, Screen, High resolution, Media, Camera, GPS}\}$$
$$c_{13} = \{\text{MobilePhone, Calls, Screen, High resolution, Media, MP3, Camera}\}$$

In addition, we implemented similarity-based prioritization in FeatureIDE. The user can order the configurations by checking on the option “Prioritize based on similarity”. If the option is not chosen, the configurations will be ordered based on the default order of the selected sampling algorithm.

5. EVALUATION

In this section, we present our experiments to answer the following research questions:

- **RQ1**: Can similarity-based prioritization detect feature interactions faster than with the default order of sampling algorithms?
- **RQ2**: What is the sampling algorithm with the fastest interaction coverage rate?
- **RQ3**: Does similarity-based prioritization detect feature interactions faster than the random orders?
- **RQ4**: What is the computation time of similarity-based prioritization compared to sampling algorithms?

We begin by defining the experimental setting, and then we present and explain the results of our experiment.

5.1 Experiment Design

We use two SPLs of different size in our experiment: Mobile Phone and Smart Home. The SPL Mobile Phone has ten features and has been previously used before as illustrative example for SPL testing [16]. In Figure 4, we already showed the features of SPL Mobile Phone and the dependencies between them. We choose SPL Mobile Phone because it contains all common properties of feature models [36]. We
use the Smart Home as a larger SPL in the experiment. SPL Smart Home consists of 60 features and has also been used before as illustrative example for SPL testing [17,18].

The goal of t-wise testing is to find defects caused by the interactions of up-to t features. The highest value of t for some algorithms is 3 (e.g., ICPL algorithm). Hence, we apply t-wise testing where t = 3 for all the sampling algorithms.

We use the output of the following algorithms: CASA [12], Chvatal [5], and ICPL [17,18] as input for the experiment. We compare similarity-based prioritization with the default order of each algorithm and random orders of the configurations. In SPLs, most of the defects are expected to be caused by an interaction of few features [21]. We evaluate our approach by a simulation of defects based on the feature model. We assume that, if the combination of features causing a defect is covered in a configuration, the defects will be detected. Basically, each defect can be detected by a different subset of all products (i.e., DS (Defect Simulation) ⊆ SPL). We simulate defects occurring because of pairwise interactions and defects caused by single features.

- A defect occurs whenever a specific feature is selected, for instance, a defect can occur at the implementation level (e.g., division by zero):
  \[ DS = \{ c | c \in SPL \land f \in c \} \]
- A defect occurs whenever a specific feature is not selected. For instance, the feature initializes a variable, when the feature is removed, a defect can occur:
  \[ DS = \{ c | c \in SPL \land f \notin c \} \]
- A defect occurs whenever two specific features are selected. For instance, one feature calls a method in another feature and the retrieved value is wrong:
  \[ DS = \{ c | c \in SPL \land f_1 \land e \in e \land f_2 \land e \in c \} \]
- A defect occurs whenever a specific feature is selected while the another feature is not selected. For example, one feature calls a method from a feature that is not selected:
  \[ DS = \{ c | c \in SPL \land f_1 \land e \in e \land f_2 \notin c \} \]
- A defect occurs whenever two specific features are selected. For instance, if one or both features are not selected, a defect can be found:
  \[ DS = \{ c | c \in SPL \land f_1 \land e \notin e \land f_2 \land e \notin c \} \]

We perform our experiments on the configurations before and after the prioritization for the algorithms mentioned previously. We use the defect simulation to generate 97 potential defects for SPL Mobile Phone and 4721 potential defects for SPL Smart Home.

### 5.2 Experiment Results

We divide this section into two parts. In the first part, we answer RQ1 and RQ2. In the second part, we answer RQ3 and RQ4.

Similarity-based prioritization vs default order of sampling algorithms. In order to answer RQ1 and RQ2, we compare similarity-based prioritization with the default order of the algorithms ICPL, Chvatal, and CASA for the SPL Mobile Phone.

### Table 2: Number of defects found in the nth configuration for SPL Mobile Phone with default order of each algorithm (D) and similarity-based prioritization approach (P).

<table>
<thead>
<tr>
<th>Configs</th>
<th>ICPL (t=3)</th>
<th>Chvatal (t=3)</th>
<th>CASA (t=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>P</td>
<td>D</td>
<td>P</td>
</tr>
<tr>
<td>1st</td>
<td>76</td>
<td>84</td>
<td>58</td>
</tr>
<tr>
<td>2nd</td>
<td>11</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>3rd</td>
<td>1</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>4th</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5th</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6th</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>7th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8th</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>9th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13th</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We show in Table 2 the number of configurations tested to find the first defect. We show the number of defects that have been found in the first configuration. From Table 2 we can observe that for each sampling algorithm (CASA, Chvatal, and ICPL), the number of detected defects with prioritization (84, 84, 84) is higher than the number of the detected defects in the first configuration without prioritization (76, 58, 69) for each sampling algorithm, respectively. We illustrate in Table 2 that allyesconfigs configuration 10 can detect most of the defects, which validates our decision to use it as the first configuration.

In order to answer RQ1 and RQ2, we show in the box plots of Figure 3 the distribution of defects for SPL Mobile Phone. We illustrate in the box plots the median values and distribution of configurations for the various defects in each sampling algorithm for both cases, the default order and similarity-based prioritization. Each sampling algorithm shows few different patterns. For instance, the median for all the sampling algorithms, in both cases (default order and similarity-based prioritization) is 1. However, the upper quartile and the outliers indicate a slightly different distribution. For example, the upper quartile of the default order and similarity-based prioritization for ICPL are 2 and 1 respectively. The results indicate that similarity-based prioritization is better than the default order of Chvatal algorithm. The number of outliers of similarity-based prioritization for algorithm ICPL indicates that it is better than the default order. Regarding RQ2, from the median and upper quartile values for each algorithm, it shows that the default order of algorithm ICPL is better that the default order of the algorithms CASA and Chvatal.

We show in Figure 3 the distribution of defects for SPL Smart Home. It illustrates that similarity-based prioritization is better than the default order of algorithms CASA and Chvatal. It indicates that the default order of algorithm ICPL is better that the other order of algorithms CASA and Chvatal. Figure 3 illustrates also that the similarity-based prioritization and the default order of algorithm ICPL have the same median, upper quartile values, and even the same outliers.
<table>
<thead>
<tr>
<th>SPL</th>
<th>Sampling algorithm</th>
<th>Default order</th>
<th>Similarity-based prioritization</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile Phone</td>
<td>ICPL</td>
<td>1.50</td>
<td>1.30</td>
<td>13%</td>
</tr>
<tr>
<td></td>
<td>Chvatal</td>
<td>1.70</td>
<td>1.50</td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td>CASA</td>
<td>1.70</td>
<td>1.20</td>
<td>29%</td>
</tr>
<tr>
<td>Smart Home</td>
<td>ICPL</td>
<td>1.08</td>
<td>1.08</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>Chvatal</td>
<td>1.80</td>
<td>1.50</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>CASA</td>
<td>1.90</td>
<td>1.60</td>
<td>16%</td>
</tr>
</tbody>
</table>

Table 3: Average number of configurations to detect a defect

The average numbers of all approaches in Table 3 shows that similarity-based prioritization is better than each default order of each algorithm in SPL Mobile Phone. Table 3 indicates that the average number of configurations to detect a defect of similarity-based prioritization and the defaults order of ICPL algorithm is equal in SPL Smart Home. In Table 4, the average number of configurations to detect a defect in the SPL Mobile Phone for ICPL with similarity-based prioritization is 1.30 configuration. If we do not use our approach, the average number of configurations for the default order is 1.50. We show the percentage of improvement for each algorithm when we use similarity-based prioritization. We also show that the average number of similarity-based prioritization is less than the average number of Chvatal and CASA in SPL Smart Home. Regarding RQ1, the results show that similarity-based prioritization is often better than the default order of each algorithm. Regarding RQ2, the results suggest that ICPL has the best default order among the three sampling algorithms.

**Similarity-based prioritization vs random orders.**

We performed several experiments to compare similarity-based prioritization against random orders. We perform experiments on the configurations created by each sampling algorithm (CASA, Chvatal, and ICPL). In Figure 5, we show the distribution of the detected defects for 200 random orders based on samples by Chvatal. Figure 6 indicates that only one random experiment (the orange bar) is better than our approach and the other 199 experiments are worse than similarity-based prioritization. In Figure 7, we show the distribution of the detected defects for 200 random orders using Chvatal algorithm on the SPL Smart Home. Figure 7 indicates that similarity-based prioritization outperform 99% (dark gray bars) of all the random experiments.

We show only the result of the random experiments for Chvatal algorithm because the results of the random experiments of the other algorithms (CASA and ICPL) lead to similar results. Hence, regarding RQ3, similarity-based prioritization is better than the random orders. From all experiments, we observe that the default order of CASA algorithm is non-deterministic, the order changes every time we run the experiments using the same parameters. In contrast, the default order of the other algorithms (ICPL and Chvatal) seems to be deterministic.

The experiments were performed on a PC with an Intel Core i5 CPU @ 3.33 GHz, 8 GB RAM, and Windows 7. We show the average execution time of similarity-based prioritization and sampling algorithms for 10 runs using SPLs Mobile Phone and Smart Home as illustrative examples in Table 4. Regarding RQ4, comparing the average execution time of our algorithm to the average execution time of sam-
sampling algorithms in Table 4, the required time for similarity-based prioritization is negligible. The benefit of spending time for similarity-based prioritization is that our approach will help detect defects earlier.

From our experiments, regarding RQ1, the results in Figures 4 and 5 indicate the rate of early interaction coverage of similarity-based prioritization is often better than the default order in all the sampling algorithms. Regarding RQ2, we show in Figures 4 and 5 that the best default order among the three sampling algorithms is ICPL. Regarding RQ3, the result show that similarity-based prioritization is significantly better than random orders. Regarding RQ4, the required time for similarity-based prioritization is trivial compared to the time is required for the sampling task.

Further explorations.

We compare between two options in Algorithm 1 either we use the sum of distances between configurations or the maximum of minimum distance between the configuration and all the selected configurations. We found that, for instance, in SPL Mobile Phone, for each sampling algorithm (CASA, Chvatal, and ICPL) the early rates of interaction coverage for the maximum of minimum distance between the configurations (1.3,1.3,1.2) are better than the early rates of for the summation of configurations distances (1.6,1.6,1.7) for each sampling algorithm, respectively.

A question is raised that whether similarity-based prioritization can scale to handle large feature models. To answer this question, we conduct experiments on all feature models in S.P.L.O.T. that have more than 140 features. We apply 2-wise sampling to sample the configurations. The generated configurations from these feature models are large for some feature models (e.g., Battle of Tanks leads to 663 configurations sampled by algorithm CASA). We found that similarity-based prioritization is better than the default order of each sampling algorithm (CASA, Chvatal, and ICPL) in all SPLs. The average percentages of improvement for CASA, Chvatal, and ICPL in all SPLs are 11.6%, 10.1%, and 10.2%, respectively.

5.3 Threats to Validity

There is a potential threat that may affect the external validity related to the size of feature models. We cannot ensure that the proposed approach will provide the same results for larger feature models. This validity threat comes from that the size of feature models and the constraints may affect the results of our similarity-based prioritization. To reduce this threat, in addition to the two SPLs (Mobile Phone and Smart Home) that have been used as illustrative examples in this paper, we conduct experiments with larger feature models (larger than 140 features). The inputs to our approach for some feature models are large (e.g., Battle of Tanks leads to 663 configurations sampled by algorithm CASA).

There is another potential threat related to the distribution of defects. We assume that the defects are equally distributed over the features and their interaction in an SPL. This is rather problematic in testing as defects are often found where they are not expected. Still, assuming equally distributed defects seems to be better than to build on potentially, wrong distributions.

We evaluate our approach against the default order of each sampling algorithm, but we do not know whether the default orders of algorithms are already good enough. Hence, we compare our approach random orders. To overcome the threat related to the random experiments and its values, we run 200 experiments for a random approach to reduce risks due to random effects.

There is a potential threat that may affect the internal validity related to the implementation of our approach. To overcome this threat, we applied our algorithm on a small
We applied and evaluated our approach on the sampling algorithms CASA, Chvatal, and ICPL. We performed our experiments on two SPLs of different size. We showed that the rate of early interaction coverage of similarity-based prioritization is better than random, CASA order, and Chvatal order. In our evaluation, we identified that the rate of early interaction coverage of default order of ICPL is better than the default order of CASA and Chvatal algorithms. From the result, it appears existing sampling algorithms may take a considerable amount of time depending on the number of configurations. In this paper, we prioritized the configurations to find products containing defects earlier, based on the assumption that most errors are caused by an interaction of few features.

In future work, we will include the effect of feature interactions in our prioritization approach. We plan to compare our similarity-based prioritization approach to the order of other sampling algorithms, such as AETG [8], IPOG [25],
and MoSo-PoLiTe [30]. Furthermore, we are going to execute real test cases against our approach or generate real defects into the source code of existing SPLs using techniques from mutation testing.
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