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Abstract

Integrating heterogeneous schemata is a main task in the scenario of federated and heterogeneous database design. However, most proposed methodologies for schema integration suffer from complexity and insufficient handling of extensional relations. They mostly use an object-oriented data model both for the process of schema integration and for the integrated schema. The GIM approach, however, distinguishes between these aspects. The process of schema integration is performed using the Generic Integration Model designed for the integration task. Using the theory of formal context analysis an integrated schema in an other data model can be derived semi-automatically. The resulting schema is optimized with respect to minimality and understandability. The GIM approach gives a methodology for schema integration consisting of different steps. After translating original schemata into the Generic Integration Model they are compared and homogenized. Extensional relations are playing a important role for homogenization. When all schema conflicts are resolved they are merged into one GIM schema. Applying mechanisms of formal context analysis provides object-oriented, integrated schemata. The design steps are partially supported by algorithms to reduce the complexity of the process.
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Chapter 1

Introduction

Database schema integration is a topic of database engineering since the early days of database management systems. It is needed in several scenarios: view integration during database design, integration of databases in data warehouses, building of federated databases, and schema extension during schema evolution.

In this paper we concentrate on schema integration as part of building federated databases. Federated databases establish a virtual global view on existing databases while keeping the participating systems partially autonomous. Federated database systems FDBS are discussed since the eighties and are recently becoming popular due to the problem of integrating worldwide databases in the Internet.

From the view of schema integration, FDBS are the most complex case. Besides schema information, the actual databases as their instances are already existing and have to be preserved. Moreover, we may have to handle the intrinsic heterogeneity of databases developed in different companies and organizations. Since the integration is virtual, we have to define explicit mappings processed by the FDBMS. Last but not least, some scenarios even require global updates which requires the inverse mapping of database states and updates.

Besides the homogenization needed to overcome the heterogeneity, we have in FDBS the problem of redundancy arising from independently developed databases. Parts of the information are stored redundantly in several databases. This redundancy has to be managed in the integration process.

We present the GIM method as a new approach to schema integration. GIM stands for Generic Integration Model. Some selected algorithms being used in the GIM method are already presented in [SS96a, SS96b, SS98]. However, this paper is the first presentation of the whole method covering the complete integration process. In contrast to other methods, GIM is a semantically poor database model based on a simple object model. GIM does not support the variety of modeling concepts which can be found for example in semantic data models or object models. Thus, a GIM presentation can be used as an intermediate design step only. However, the lack of semantic modeling concepts allows the use of schema transformation algorithms for design tasks which have to be performed
manually in other approaches.

The GIM transformation process covers all phases of schema integration needed in FDBS design. The single steps are formalized and can therefore be supported by design tools which produce process-able transformation rules for data conversion, queries and updates. Since GIM is not adequate as an application model, an object-oriented database schema can be generated as application database model.

For the following presentation, we assume to integrate two existing databases. For n-ary integration we refer to the discussion in [BLN86]. We concentrate on structural (i.e., static) aspects and will not discuss dynamic aspects of database integration like behavior integration [Pre99].

Before starting the technical part of the presentation, we want to fix some notational conventions.

- Redundancy between two databases is expressed by establishing a same relation between database objects. The same relation has of course to be an equivalence relation. Figure 1.1 depicts the underlying assumption that different database objects model the same real world entity.

```
real world

modeled world

Figure 1.1: same relation
```

- We group objects into classes. The intension or the type of a class is defined by a set of typed attributes.

- The extension of a class c, denoted as Ext_c, is defined as the set of instances of c at a certain instant of time.

- The extensional analysis is the non-trivial process of inspecting class extensions, application programs and developer knowledge to detect extensional relationships between different classes which are independently valid from specific database states, i.e., specific instants of time. Those extensional relationships are specified by extensional assertions like inclusion, disjointness, etc.

The classical approach to extensional analysis is to state binary extensional assertion, for example stating that the classes Man and Woman are disjoint. We will later on discuss the deficiencies of using binary relationships only.

This paper is organized as follows. Section 2 discusses the overall requirements of schema integration and the quality criteria for design steps and resulting database mappings. Section 3 presents an example to be used in the remaining sections. Additionally, the
specific problems arising in the example scenario are discussed. Section 4 defines the GIM data model used within the integration process. The translation of the input schemata into the common data model GIM is described in Section 5. The GIM schemata are then compared in order to find conflict correspondences. Section 6 shows the conflict resolving by transforming schemata. After this step the resulting two homogeneous GIM schema are merged into the integrated schema following the design step described in Section 7. To obtain an integrated schema in a user-friendly data model Section 8 discusses algorithms to derive external schemata from the integrated GIM schema. An external schema can be adapted to a certain application view. The design process is supported by the design tool SIGMA\textit{Bench} introduced in Section 9. After discussing related work in Section 10 we conclude and summarize our work in Section 11. Some screen shots from our design tool are presented in the appendix.
Chapter 2

Problem Description and Requirements

For the following discussions we assume the following design scenario. The starting point of the integration are two schemata of existing databases. Additionally, the designer has knowledge from other sources about the database semantics which can be used in the integration process.

Aim of the integration process is the construction of one integrated schema together with several external views on the integrated databases. Besides these constructed schemata we need processable mapping descriptions to enable queries and updates on these schemata. Figure 2.1 visualizes this design scenario.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{schema_integration.png}
\caption{Input and output of the schema integration}
\end{figure}

Some design approaches discuss the construction of the integrated schema only and do not consider external views. Besides the benefits of data independence resulting from the well-known three-level schema architecture consisting of internal, conceptual and external level, we have some aspects more specific to our scenario:
• The *migration* of applications from local databases towards the global federation is supported by external schemata resembling local views.

• Multiple external schemata allow views on the integrated databases using different modeling concepts at the same time, for example object schemata with or without multiple inheritance or pure relational views.

• Sometimes the required application data model for the integrated databases is not suitable for automatic integration algorithms. In this case, an intermediate representation of the integrated database can be used.

These aspects can be supported by a method allowing semi-automatic generation of external views.

### 2.1 General Requirements

This design scenario implies some intrinsic problems, which have to be handled by a suitable design method:

• The two input database schemata may be specified using *heterogeneous data models*. This data model heterogeneity can be solved by translating them into a *common data model* used for integration purposes.

• The translated schemata may contain *redundant schema parts* because of non-normalized and non-integrated databases. We call a schema part *redundant* if it describes redundantly stored database parts. This redundancy has to be detected and resolved.

• The problem of *schema heterogeneity* arises because the same semantic concepts may be modeled differently in different database schemata.

• The necessary designer knowledge is mostly neither explicit, exact, consistent, nor complete. This makes it hard to use it in automatic design steps.

These problems lead to (partly formalized) requirements on the result of the integration process. One early list of requirements was published in [BLN86]. In this paper, an integrated schema has to fulfill the following requirements:

• Completeness,

• Correctness,

• Minimality,

• Understandability.
These requirements will be discussed in the following sections in some detail and even partly be formalized. Before doing this, we have to detail the transformation process and to identify some intermediate schema representations.

2.2 Involved Schema Levels

As a first step we analyze the different schema levels occurring during the design process. We start with two local schemata $S_1$ and $S_2$. The result of the integration process is one integrated schema $S^I$ and possibly several external schemata $S^E_i$.

We propose several intermediate representations to ensure the stated requirements for the integration process and result:

1. The two schemata $S_1$ and $S_2$ are translated into the common data model used for the integration. This step resolves data model heterogeneity and produces the schemata $S^C_1$ and $S^C_2$.

2. The schemata $S^C_1$ and $S^C_2$ are homogenized resulting in two schemata $S^H_1$ and $S^H_2$ to overcome schema heterogeneity.

3. The homogenized schemata $S^H_1$ and $S^H_2$ are merged into the integrated schema $S^I$.

4. Now several external views with schemata $S^E_1, \ldots, S^E_i$ are derived. For simplicity, we will consider only one view with schema $S^E$ representing an understandable view on the integrated database.

Table 2.1 summarizes the requirements concerning understandability and minimality for these schemata. There is of course a trade-off between understandability and minimality.

<table>
<thead>
<tr>
<th>Schema</th>
<th>Understandability</th>
<th>Minimality</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S^C_1, S^C_2$</td>
<td>not required</td>
<td>not required</td>
</tr>
<tr>
<td>$S^H_1, S^H_2$</td>
<td>not required</td>
<td>not required</td>
</tr>
<tr>
<td>$S^I$</td>
<td>not required</td>
<td>required</td>
</tr>
<tr>
<td>$S^E$</td>
<td>required</td>
<td>required</td>
</tr>
</tbody>
</table>

Table 2.1: Requirements for Schemata

For example, a universal relation would be minimal but not really understandable.

2.3 Completeness and Correctness

For discussing completeness and correctness as design requirements, we have to analyze the mappings between the discussed schema levels. These mappings have to be extended to transform databases states, too, to ensure the desired properties.
We denote the set of databases states for a given schema $S$ with $I(S)$ (notated with the letter $I$ for instantiation). We relate actual database states of the variant schema levels with the following functions $\varphi$:

1. The homogenization into the common data model results in the following function:

   $\varphi^C_1 \subseteq I(S_1) \rightarrow I(S^C_1)$
   $\varphi^C_2 \subseteq I(S_2) \rightarrow I(S^C_2)$

2. For the homogenized schemata we have the following transformations:

   $\varphi^H_1 \subseteq I(S^C_1) \rightarrow I(S^H_1)$
   $\varphi^H_2 \subseteq I(S^C_2) \rightarrow I(S^H_2)$

3. The merging phase results in a function $\varphi^I$:

   $\varphi^I \subseteq (I(S^H_1) \times I(S^H_2)) \rightarrow I(S^I)$

   It should be noted that $\varphi^I$ has to be defined for states only which are in the time relation $\text{SameTime}(I(S^H_1), I(S^H_2))$. This is a consequence of the fact that extensional relationships, e.g., inclusion dependencies between classes of different databases, are state-dependent, i.e., are defined for states at same instant of time.

4. The derivation of an external schema is supported by the following function:

   $\varphi^E \subseteq I(S_I) \rightarrow I(S_E)$

We define the function $\varphi$ as concatenation of the different functions. Again, these functions are defined for states being in time relation only. Thus, for all $i_1 \in I(S_1)$ and $i_2 \in I(S_2)$ the following derived functions are defined (for all functions $\varphi^C_1, \varphi^H_1, \varphi^I, \varphi^E$):

   $\text{SameTime}(i_1, i_2) \Rightarrow \varphi(i_1, i_2) \overset{\text{Def}}{=} \varphi^E(\varphi^I(\varphi^H_1(\varphi^C_1(i_1)), \varphi^H_2(\varphi^C_2(i_2))))$

For these functions we state some requirements which have to be satisfied. For each function $\varphi^x$ between a source schema $S$ and a transformed schema $S'$ we require:

1. The function (and its inverse mapping) has to be effectively computable.

2. The function has to be complete:

   $\forall i \in I(S) : \exists i' \in I(S') : \varphi(i) = i'$

3. The functions are surjective:

   $\forall i' \in I(S') : \exists i \in I(S) : \varphi(i) = i'$

   This property is relevant because we want to allow updates on the integrated database and need therefore an inverse mapping.
4. For some functions, we require injectivity, too:

$$\forall i_1, i_2 \in I(S) : \varphi(i_1) = \varphi(i_2) \Rightarrow i_1 = i_2$$

Injectivity avoids loss of information during the integration process. This is required for the functions $\varphi^C$ and $\varphi^H$, only. Because we want to remove data inconsistencies during the merging, $\varphi^I$ has not necessarily to be injective. For the construction of external views we allow selection of relevant database parts. Therefore, $\varphi^E$ is in general not injective, too.

In contrast to requirement 4, the requirements 1 to 3 have to be satisfied by all functions. The functions $\varphi^C$ and $\varphi^H$ are the only bijective mappings, which preserve the information capacity following [Hul86].

In contrast to other authors [MIR93], we do not require injectivity for the merging process. However, to allow global updates, we require surjectivity. As a consequence, we need global integrity constraints to restrict possible global databases states appropriately.

The high complexity of constructing the required functions, especially the removal of conflicts in the homogenization step, requires the support by a formalized design method.

### 2.4 Requirements for the Integration Process

To support the design process of a database federation, we surely need supporting tools. Therefore, we have to develop algorithms for solving specific problems in constructing intermediate schemata and related mappings. For the design method in general we have the usual requirements:

- The method should be complete, i.e. should handle all classes of conflicts and should construct all discussed schema levels (including the external!).

- It should be correct w.r.t. the discussed requirements for schema and database mappings.

- The effort of manual intervention should be minimal, i.e. the degree of automation should be as high as possible.

- Both the design steps and resulting schemata should be understandable by designers.

### 2.5 Relation to the Five-Level Schema Architecture

The 5-level schema architecture of Sheth and Larson [SL90] is usually accepted as a reference model for comparing federation approaches. Figure 2.2 relates our schema levels to those of [SL90].
As a difference, we do not consider explicit export schemata but homogenized schemata $S^H$. Since the GIM approach does not use the integrated schema as an application schema of the federation, we have renamed it from federated schema to integrated schema.

### 2.6 Deficiencies of Existing Methods

Schema integration is the bottleneck of building database federations [NS96]. One reason can be found in common deficiencies of most existing approaches, which can be listed as follows:

- Most approaches consider only specific steps of the integration process and do not present a method covering all steps from heterogeneous input databases up to the external schema derivation.

- Approaches often do not specify the corresponding database mappings $\varphi$.

- Another weak point are missing algorithms supporting design steps.

- One weak point, which we want especially to address, is the missing consideration of extensional conflicts. Extensional conflicts express for which classes same objects can occur. To meet the requirements for minimality and correctness we have to know extensional class overlaps. To the authors knowledge no approach analyzes extensional relations completely. Most approaches enable the specification of binary extensional assertions comparing the extensions of two classes only. As shown in [SS96b] binary assertion are not powerful enough to express all extensional relations among classes. As result of an incomplete specification some same objects are not detected and therefore not merged into global, respective objects or some global class extensions are always empty.
Basing on extensional assertions most approaches offer various operations to resolve this conflict. Usually, for one certain assertion more then one resolution operation can be applied, see for example [DS96]. The integration designer has to choose the suitable operation. There are no rules for the designer to select the best operation. Furthermore, the operations often resolve a conflict between two classes only. If extensional conflicts involving many classes are broken down to binary conflicts and the binary operations are applied to them the designer often obtains a very complex schema with many unnecessary classes.

Some approaches, e.g. [GSC96, RPRG94, RPG95], do not analyze extensional relations. They merge semantically relating classes into one global class. The set of attributes of the global class is computed by the union of the local class attributes. Without extensional analysis, however, the designer does not know for which potential global object and for which attribute a value exists. Therefore, many null values occur and violate the requirement for a sound design.

Our approach aims to overcome these problems. However, due to the complexity of the problem, there is no hope for a complete solution in a single shot. Our focus in this paper is on the following aspects:

- A complete and correct handling of the extensional analysis (presented in Section 6.2).
- Adaption of algorithms of formal context analysis for schema analysis and schema derivation (Section 8).

This adaption results in relatively simple algorithms for deriving minimal integrated schemata and object-oriented views.

- Specifying database mappings $\varphi$.
- Derivation of external schemata.
Chapter 3

Example

For presenting the steps of the GIM method, we have chosen a small integration scenario showing most of the integration problems in a relatively small application.

![Diagram of company schema and department schema]

Figure 3.1: Schema$_1$: company schema and schema$_2$: department schema

Figure 3.1 shows two database schemata in an OMT-like notation. The first database stores information about people working in a company. Those persons are partitioned into employees and trainees; managers are a subset of employees. The second database contains data about persons relevant for a department of this company. We will distinguish classes from both databases with subscripts 1 and 2.

Table 3.1 lists some constraints for both databases, which are relevant for the integration process.

<table>
<thead>
<tr>
<th>Local Class</th>
<th>Integrity Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manager$_1$</td>
<td>salary $\geq$ 3500</td>
</tr>
<tr>
<td>Employee$_2$</td>
<td>salary $\geq$ 3000</td>
</tr>
</tbody>
</table>

Table 3.1: Integrity Constraints
The GIM method especially attacks the problem of extensional relationships (sometimes called ‘extensional conflicts’). In our small example, we identify the following extensional relations as conditions which are relevant for the integration process:

1. The specialization constructor leads to subset relations between the instances of subclass and superclass.

2. There is a partition of Person$_1$ into Employee$_1$ and Trainee$_1$. The extensions of Employee$_1$ and Trainee$_1$ are disjoint. Their union is equal to the extension of Person$_1$.

3. Each person in People$_2$ is also member of Customer$_2$ or Employee$_2$ or of both.

4. Each person in the intersection of Customer$_2$ and Employee$_2$ is included in Cust-Emp$_2$.

5. The instances of Employee$_2$ build at each instant of time a subset of those of Employee$_1$. In other words, the class Employee$_1$ constitutes the set of all employees of the company (including all departments).

6. Persons in the intersection of Employee$_1$ and Customer$_2$ are included in Employee$_2$ — all company employees, which are handled by the department database, are correctly classified as employees.

7. The class Position$_2$ is disjoint to all other classes.

These extensional relations are detected partly by inspecting the schema, and partly by analyzing current database instances and organizational laws of the company.

We will use this small example to discuss the problems arising with using binary extensional assertions only, which is proposed by some integration methods.

As a first observation, we realize that conditions 5 and 6 allow only for certain overlaps between the extensions of Employee$_1$, Employee$_2$ and Customer$_2$. These overlaps are graphically depicted in Figure 3.2 (using the well-known Euler/Venn diagram notation).

![Diagram](image)

**Figure 3.2:** Exact extensional relationships among Employee$_1$, Employee$_2$, and Customer$_2$.

On the right side of Figure 3.2, we have shown an equivalent notation for extensional overlaps which does not show the intrinsic restrictions of a diagrammatic notation. Such
an extension diagram splits all extensions into base extensions (labeled with numbers 1 to 4 in this example) and specifies the relation between class extensions and base extensions as a Boolean matrix.

In the case of using only binary extensional assertions, we can only model the subset relationships between Employee\textsubscript{2} and Employee\textsubscript{1} and between Employee\textsubscript{1} and Customer\textsubscript{2}, respectively. This situation is depicted in Figure 3.3. The resulting diagrams show an additional base extension (5), which is as a result of our extensional analysis always empty (condition 6 of our extensional condition list).

![Diagram of extensional relationships]

Figure 3.3: Extensional relationships among Employee\textsubscript{1}, Employee\textsubscript{2}, and Customer\textsubscript{2} due to binary assertions

As a consequence of this example, we state that using binary assertions only is not sufficient for an exact extensional analysis. Besides the GIM approach, only few other approaches [CL93, Dup94] allow for extensional assertions of higher order than binary:

- [CL93] allows for arbitrary assertions specified in description logic but transform them into a graph supporting binary assertions only.

- [Dup94] uses a fixed set of special assertions like $A \cup B = C$ which is too restricted in expressibility.
Chapter 4

The GIM Method

One main problem of database integration is the complexity of resolving schema heterogeneity. This complexity increases with the number of (non-orthogonal) modeling concepts offered by a database model. We propose therefore a minimal model having only few orthogonal modeling concepts to reduce this complexity.

4.1 Basic Ideas of the GIM Method

For the integration process we use the data model GIM (Generic Integration Model) as intermediate representation for the schemata $S^C$, $S^H$ and $S^I$. GIM is a class-based data model but does only support disjoint extensions, i.e., GIM does not support subclass relationships as result of specializations. This restriction allows a resolution of most conflicts as part of the schema translation.

The construction of external views can be supported by design algorithms. We propose to adapt algorithms from the mathematical field of formal concept analysis for deriving external views. This idea is depicted in Figure 4.1. As result of using these algorithms, we construct a correct (and minimal) external schema $S^E$ in an object-oriented database model with a specialization hierarchy. Based on this first result, we may adapt the external schema to specific requirements (i.e., no multiple inheritance) or translate

![Concept Lattice Diagram](image-url)
it to other data models. The mapping information needed for query translation is a by-product of the generation.

Following [SCG91] GIM can be classified as a semantically poor integration model. However, the derived external schema is presented in a semantically rich database model. The intermediate schemata have not to be understandable by users and can be hidden as intermediate representations in a design tool. The tool SIGMA$^{Bench}$ based on these principles is discussed later in Section 9. As a result, GIM schemata have not to be understandable (and can become very large because of generating a high number of disjoint extensions). However, for presenting the integration steps we will use a graphical notation for GIM in the following sections.

The following subsection formalizes the GIM data model.

### 4.2 Definition of GIM

GIM is a class-based data model supporting classes with disjoint extensions. Attributes have simple atomic data types. Because of these simple structures, integrity constraints, for example uniqueness constraints and range restrictions, play an important role in modeling semantic information. Relationships are expressed by bi-directional reference attributes. Uni-directional references are not supported.

In the following we use some mathematical conventions. A function is considered as a set of ordered pairs of elements which assigns to each element of the domain (abbreviated by \textit{dom}) exactly one element of the range. A special function is a set-valued function. Its range contains sets.

We assume that the set \textit{Dat} and the set function \textit{Domain} are given. \textit{Dat} contains the names of elementary data types and reference datatypes for references to one or more classes. The set-valued function \textit{Domain} is a function over \textit{Dat}. \textit{Domain} assigns a set of possible values to each data type name. A value of a reference data type is a set of object identifiers of objects from the referenced classes.

The constituents of GIM are now defined as follows:

- Class $C \overset{\text{def}}{=} (Cname, Att, IC)$.

  \textit{Cname} is the name of the class and \textit{Att} is a partial function from its defined attribute names into \textit{Dat} defining the intension of a class. Each class has an attribute \textit{Id} which represents the object identifiers. \textit{Att} can also contain reference attributes. Additionally, \textit{IC} contains integrity constraints like local uniqueness constraints, range restrictions and cardinality constraints.

- Schema $S \overset{\text{def}}{=} (Sname, \mathcal{C}, \text{Unique})$.

  \textit{Sname} is the name of the schema and \textit{\mathcal{C}} is the set of classes \{\textit{C}_1, \textit{C}_2, \ldots, \textit{C}_n\}. \textit{Unique} is the set of global uniqueness constraints ranging over several classes.
4.2. Definition of GIM

- Extension $\mathcal{Ext}_C$ of a class $C$.
  $\mathcal{Ext}_C$ is defined as a set of functions. Each function represents an object and defines the attribute values for the given attributes. The object identifiers have to be unique.

  We have the following restrictions:

  $$\forall f \in \mathcal{Ext}_C: \quad f \text{ is a function over } \text{dom}(C.\text{Att}) \land \forall x \in \text{dom}(f): f(x) \in (\text{Domain}(C.\text{Att}(x)) \cup \{\text{NULL}\})$$

  and

  $$\forall f_1, f_2 \in \mathcal{Ext}_C: f_1(\text{Id}) = f_2(\text{Id}) \Rightarrow f_1 = f_2$$

- The extension $\mathcal{Ext}_{IdC}$ contains the identifiers of the extension of class $C$:

  $$\mathcal{Ext}_{IdC} \overset{\text{def}}{=} \{f(\text{Id}) \mid f \in \mathcal{Ext}_C\}$$

  With $\mathcal{Ext}_{IdC}^t$ we denote the extension at time $t$.

- A database state $\text{States}_S$ is a set-valued function over the classes $C$ of schema $S$. A state assigns to each class of the schema its extension:

  $$\forall C \in S\mathcal{L} : \text{States}_S(C) = \mathcal{Ext}_C$$

  Additionally, we require:

  $$\forall C_1, C_2 \in S\mathcal{L} : C_1 \neq C_2 \Rightarrow \mathcal{Ext}_{IdC_1} \cap \mathcal{Ext}_{IdC_2} = \emptyset$$

- For a pair of inverse reference attributes $r_1$ and $r_2$ of classes $C_1$ and $C_2$ we require:

  $$\forall o_1 \in \text{States}_S(C_1) : \forall oid \in o_1(r_1) \Rightarrow \exists o_2 \in \text{States}_S(C_2) : o_2(\text{Id}) = oid \land o_1(\text{Id}) \in o_2(r_2)$$

- Additionally, all constraints have to be satisfied by a state. We use $\text{Dom}^S(A)$ for denoting the range of attribute $A$ of class $C$ in schema $S$ under consideration of all constraints.

Graphical Presentation

For discussing GIM schemata, we use a simple 2-dimensional graphical representation. The vertical dimension is defined by the intension, i.e., the (typed) attributes including reference attributes. Formally, this dimension is given as $\bigcup_{C \in S\mathcal{L}} C.\text{Att}$. The type of a reference to extension $n$ is denoted as $\text{En}$.

The horizontal dimension is defined by the set of classes, which are called base extensions. These extensions are disjoint and used as placeholders for concrete objects.
For simplicity, base extensions are identified by numbers because there is no need to find intuitive names for them.

Figure 4.2 shows the two-dimensional diagram defining a GIM schema. References are denoted by a line between the two paired inverse reference attributes. Classes are represented as rectangles grouping attributes for an extension. The figure shows additionally the representation of local constraints and global uniqueness constraints.

Later on we will use a further simplified notation as tables, for example in Table 5.2. Such a table consists of attribute names, numbered base extensions, $\sqrt{\cdot}$-entries for the attribute-extension relation, and shadowed areas for constraints.

---

1In Section 2 we used $I(S)$ to denote the state.
Chapter 5

Schema Translation

After defining the Generic Integration Model we will discuss the translation of local schemata into this data model. Since the translation is not the focus of our paper and since there are many translation operations dependent from the source data model we will sketch main operations only.

In contrast to many other database models GIM supports bi-directional reference attributes only and disjoint class extensions. Furthermore, except the reference data type, GIM requires atomic attribute types.

Bi-directional reference attributes do not prefer a certain direction and are therefore, in this sense, independent of a particular view. An inverse reference attribute can easily be created to a given uni-directional one. Such an inverse attribute is created for each class the given reference attribute points to. On data level, for each reference from an object to another object we have the inverse reference simultaneously. The consistency of this redundancy is guaranteed by the Generic Integration Model. Therefore, we have a bijective database mapping after creating inverse reference attributes for uni-directional attributes. In our example the attribute job of the class People_2 is a uni-directional reference attribute pointing to the class Position_2. The new inverse reference attribute is the attribute people of the class Position_2 pointing to class People_2.

GIM schemata are always in the 1NF. Furthermore, it does not support functional dependencies except uniqueness constraints which represent functional dependencies from attribute combinations to sets of object identifiers. The relational normalization theory [UI89] gives us a formal framework to transform schemata into 1NF schemata and uniqueness constraints. During the transformation a subset of attributes of a relation often becomes a new relation. Since the Generic Integration Model supports the idea of objects, new object identifiers must be assigned to the tuples (objects) of the new relations (classes). In order to guarantee a bijective database mapping, the mapping between new objects and assigned object identifiers must be stored by the FDBS. New relations (classes) are linked to the original ones by new bi-directional reference attributes using the new object identifiers. Our example schemata are in the 1NF and need not to be transformed.
Class extensions of a GIM schema are always mutually disjoint. This property is usually not fulfilled in other data models. Specialization in object-oriented database models, for example, means subset relations between class extensions. Specialization can also exist in relational schemata by using primary and foreign keys. A decomposition of overlapping class extensions provides disjoint extensions. For subset relationships in specialization hierarchies it is sufficient to compute shallow class extensions. A shallow extension of a class consists of instances which are not instances of its subclasses. For the bijective database mapping $\phi$ the FDBS must store the information about the decomposition.

In a schema a reference attribute can point to a class which have to be decomposed due to the requirement of disjoint class extensions. After the decomposition this attribute points to the new classes. This is the reason why GIM allows reference attributes pointing to more than one class. We will later show how class extensions are composed again.

Integrity constraints of a class to be decomposed can exist. Range restrictions are adopted to the resulting classes. Intra-class uniqueness constraints, however, become inter-class constraints.

The translation of our example schemata provides the GIM schemata presented in Figure 5.1 and 5.2. These GIM schemata in the reduced form as tables are shown in Table 5.2. The mappings between the original classes and the GIM classes are presented in Table 5.1.

![Figure 5.1: Graphical GIM-representation of schema 1](image)
Figure 5.2: Graphical GIM-representation of schema 2

<table>
<thead>
<tr>
<th>local class</th>
<th>base extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person₁</td>
<td>1,2,3</td>
</tr>
<tr>
<td>Employee₁</td>
<td>1,2</td>
</tr>
<tr>
<td>Trainee₁</td>
<td>3</td>
</tr>
<tr>
<td>Manager₁</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>local class</th>
<th>base extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position₂</td>
<td>1</td>
</tr>
<tr>
<td>People₂</td>
<td>2,3,4</td>
</tr>
<tr>
<td>Customer₂</td>
<td>2,3</td>
</tr>
<tr>
<td>Employee₂</td>
<td>3,4</td>
</tr>
<tr>
<td>Cust-Emp₂</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.1: S1 and S2: Extensional mapping

<table>
<thead>
<tr>
<th>local class</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>start-date</td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>name</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>salary</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>address</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>telephone</td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>local class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>address</td>
<td></td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>name</td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>job</td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>salary</td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>description</td>
<td></td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qualification</td>
<td></td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>people</td>
<td></td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: S1 and S2 as GIM tables
Chapter 6

Schema Homogenization

This section describes how to homogenize the component schemata $S_1^C$ and $S_2^C$. Homogenizing these schemata produces the GIM schemata $S_1^H$ and $S_2^H$ and their corresponding database mappings $\varphi_1^H$ and $\varphi_2^H$. As mentioned in Chapter 2, different classes of conflicts must be considered. A good integration method guides the designer to resolve conflict classes in a particular sequence avoiding redundant integration steps. The GIM method resolves conflict classes in the following sequence:

1. *Structure conflicts:* correspondences between attributes and classes due to correspondences between attribute values and objects;

2. *Attribute conflicts:* correspondences between attributes due to correspondences between their attribute values;

3. *Extensional conflicts:* correspondences among classes due to potential redundancy among their extensions.

The list does not explicitly contain name conflicts between attributes and classes, respectively, e.g., synonyms and homonyms. Resolving attribute name conflicts is contained within resolving the attribute conflict and resolving class names conflicts is contained within the extensional conflict resolution.

The three steps of homogenization produce intermediate schemata and the database mappings $\varphi^{HS}$, $\varphi^{HA}$, and $\varphi^{HE}$ where $\varphi^H$ is built by $\varphi^{HE} \circ \varphi^{HA} \circ \varphi^{HS}$. Following each of the step means firstly detecting conflicts and then to resolve them.

6.1 Homogenization: Intensional Aspects

This subsection describes how to deal with the structure and the attribute conflicts.
6.1.1 Structure Conflicts

A structure conflict exists if one or more attributes of a schema have a semantic correspondence to a class of another schema. In other words, an attribute value would appear as an object in the other database. In our example a structure conflict exists between the attribute position of the class Manager and the class Position (cf. Figure 6.1).

To find all structure conflicts the designer has to compare each attribute with each class. Attribute and class names are often giving hints to detect structure conflicts. Therefore, a tool which computes the affinity of names can help to detect structure conflicts (cf. for example [BH91]).

Due to the demand for minimality and understandability, each concept should exist in only one representation. In general, there are two ways to resolve a structure conflict: the transformation of the attributes into a class or vice versa. The transformation of a class into an attribute is often not feasible because not each class can be transformed to attributes without loss of information. For example, the existence of the attribute qualification makes the transformation of the class Position into an attribute impossible. Therefore, the GIM method resolves the structure conflict by transforming attributes into classes.

Schema Transformation: Here we assume the attribute A_1...A_n of the classes C_1...C_n of the first schema with

\[ \text{Dom}_{C_1}^{SF}(A_1) = ... = \text{Dom}_{C_n}^{SF}(A_n) \]

are in conflict with the class C of the second schema. For resolving the structure conflict a new class C_{new} for the first schema has to be created. The name of the new class is adopted from the class C. The class C_{new} has exactly one non-reference attribute A_{new} with the name of the corresponding attribute of the class C. The datatype is adopted from the attributes A_1...A_n. An additional attribute is a reference attribute A_R pointing to the classes C_1...C_n. The original attributes A_1...A_n are now transformed to reference attributes inverse to A_R pointing to the class C_{new}.

In order to guarantee a surjective database mapping integrity constraints have to be considered. Since the semantics of the original attributes is now shifted to attribute A_{new}, corresponding integrity constraints are copied to the new class C_{new}. Additionally, a uniqueness constraint on attribute A_{new} guarantees that each value of the original attributes corresponds to at most one object of the new class. A null value of the original attributes A_1...A_n is replaced by a null reference. Therefore, the attribute A_{new} must be a not null attribute. Furthermore, the class C_{new} can contain only such objects for which corresponding values of the original attributes exist. Therefore, each object of the class C_{new} has to have at least one reference, i.e. a not null and a cardinality constraint are defined on the reference attribute.

The resolved structure conflict of our example is pictured in Figure 6.2.
Mapping Database States: The function \( \varphi^{HS} \) maps the database states according to the schema transformation. As stated in Section 2 the function \( \varphi^{HS} \) must be a bijective function. For each occurring value of an attribute being involved in a structure conflict a new objects must be created and inserted into the corresponding new class. The mapping between the object identifier for the created objects and the related attribute values must be bijective. A stored mapping table relates attribute values to object identifiers and guarantees bijectivity and a stable mapping. Furthermore, the reference attributes must be set to the correct object identifier.

Figure 6.1: Structure conflict between the example schemata

Figure 6.2: Resolution of a structure conflict

6.1.2 Attribute Conflicts

An attribute conflict between two attributes exists if they represent the same property of objects in different ways. The attributes are semantically related due to their related values. We consider here conflicts between non-reference attributes only. Resolving reference attribute conflicts would require a specialization on references which is supported by very few database models.

Our example contains an attribute conflict between the attributes \( \text{name}_1 \) and \( \text{name}_2 \). Both attributes denote names of persons. The attribute \( \text{name}_1 \), however, contains the last name whereas \( \text{name}_2 \) contains the first and the last name of a person.
In general, the designer has to use background knowledge to detect attribute conflicts. Investigating design documents and current database states can often help the designer to determine the semantics of attributes. Furthermore, similar to the structure conflict, computing the affinity of attribute names by using a synonym dictionary can give hints for attribute conflicts (cf. [BH91]).

Due to the demand for minimality and understandability the problem of different representations of one property must be resolved. Here we assume the attribute \( A_1 \) of the class \( C_1 \) is in conflict with the attribute \( A_2 \) of the class \( C_2 \) and

\[
\alpha \subseteq \text{Dom}^{SF}_{C_1}(A_1) \times \text{Dom}^{SF}_{C_2}(A_2)
\]

relates their attribute values to each other. The relation \( \alpha \) can be specified as an explicit table or as a piece of code. In our example we can easily specify \( \alpha \) by an algorithm which divides a value of \( \text{name}_2 \) into the first and the last name and then compares the last name with a value of \( \text{name}_1 \).

A conflict exists if \( \alpha \) is not the identity function. We distinguish three types of attribute conflicts. Of course, they can occur in combination:

- **Missing injectivity in one direction:**

  \[ \exists (a_1, b_1), (a_2, b_2) \in \alpha : (a_1 \neq a_2 \land b_1 = b_2) \lor (a_1 = a_2 \land b_1 \neq b_2) \]

- **Different attribute domains:** \( \text{Dom}^{SF}_{C_1}(A_1) \neq \text{Dom}^{SF}_{C_2}(A_2) \)

- **Different values:** \( \exists (a, b) \in \alpha : a \neq b \)

**Schema Transformation due to Missing Injectivity:** This conflict produces a loss of information if due to \( \alpha \) attribute values are mapped into another representation and then re-mapped into the original representation. Such a cyclic mapping is necessary if you want to move a new value from the integrated schema to a local database and then to read this value again.

Here we assume to have missing injectivity between attribute \( A_1 \) and \( A_2 \). If we have missing injectivity in both directions, then the conflict must be resolved twice. The main idea to resolve the conflict is to split attribute \( A_1 \) into two new attributes \( A'_1 \) and \( A'_2 \). The name of \( A'_1 \) is adopted from attribute \( A_2 \). The designer has to specify the name of \( A'_2 \). Furthermore, the datatypes and integrity constraints for \( A'_1 \) and \( A'_2 \) must be specified by the designer, too.

In our example, the mapping between \( A_1 = \text{name}_2 \) to \( A_2 = \text{name}_1 \) is not injective. We split the attribute \( A_1 = \text{name}_2 \) into an attribute \( A'_1 = \text{name}_2 \) and \( A'_2 = \text{first-name}_2 \) which contain last and first names, respectively. Now, there is an injective mapping from attribute \( A'_1 = \text{name}_2 \) to \( A_2 = \text{name}_1 \) and no correspondence between \( A'_2 = \text{first-name}_2 \) and \( A_2 = \text{name}_1 \). Table 6.1 shows the splitting of some example values whereas Figure 6.3 depicts the modified schema.
6.1. Homogenization: Intensional Aspects

<table>
<thead>
<tr>
<th>$A_1 = \text{name}_2$</th>
<th>$A'_1 = \text{name}_2$</th>
<th>$A'_2 = \text{first-name}_2$</th>
<th>$A_2 = \text{name}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max Hotzenplotz</td>
<td>Hotzenplotz</td>
<td>Max</td>
<td>Hotzenplotz</td>
</tr>
<tr>
<td>Emil Hotzenplotz</td>
<td>Hotzenplotz</td>
<td>Emil</td>
<td>Hotzenplotz</td>
</tr>
<tr>
<td>Franz Klammer</td>
<td>Klammer</td>
<td>Franz</td>
<td>Klammer</td>
</tr>
</tbody>
</table>

Table 6.1: Splitting of Attribute $\text{name}_2$ and related Attribute $\text{name}_1$.

![Diagram](image)

Figure 6.3: Resolution of an attribute conflict in Schema 2

**Mapping Database States due to Missing Injectivity:** For a correct splitting of the attribute $A_1$ there must exist a *bijective* function

$$\varsigma \subseteq \text{Dom}^{SF}_{C_1}(A_1) \times (X_1 \times X_2),$$

where $X_1$, $X_2$ are the domains of the new attributes ($\text{Dom}^{SF}_{C_1}(A'_1)$ $=$ $X_1$ and $\text{Dom}^{SF}_{C_1}(A'_2)$ $=$ $X_2$). In the example an algorithm splits a full name into first and last name.

From the function $\varsigma$ we derive the functions $\varsigma_1$ and $\varsigma_2$:

$$\varsigma_1 = \{ (x, y_1) | (x, (y_1, y_2)) \in \varsigma \}$$
$$\varsigma_2 = \{ (x, y_2) | (x, (y_1, y_2)) \in \varsigma \}$$

To guarantee a correct value mapping the functions $\varsigma_1$, and $\varsigma_2$ and with that also $\varsigma$, must fulfill several requirements:

- $\varsigma_1$ must cause an injective mapping from $A'_1$ to $A_2$:
  $$\forall (x_1, y_1), (x_2, y_2) \in \alpha : y_1 = y_2 \Rightarrow \varsigma_1(x_1) = \varsigma_1(x_2)$$

- $\varsigma_1$ must reserve distinguishable values:
  $$\forall a, b \in \text{dom}(\varsigma) : \forall (a, y_1), (b, y_2) \in \alpha : y_1 \neq y_2 \Rightarrow \varsigma_1(a) \neq \varsigma_1(b)$$
• There must not exist a semantic relation between $A'_1$, $A'_2$, and $A'_2$, $A_2$, respectively.

For the correct value mapping the federated database system has to manage the functions $\varsigma^{-1}$, $\varsigma_1$, and $\varsigma_2$. They can be stored as explicit tables or as pieces of code.

The problem is now to find the function $\varsigma$ fulfilling the requirements above. The following discussion is intended to help the designer finding $\varsigma$:

The relation $\alpha$ induces an equivalence relation $F$ on attribute $A_1$:

$$xFy \iff \exists z : (x, z), (y, z) \in \alpha$$

The function $\varsigma_1$ is derived from $F$. It assigns a value representing an equivalence class to a value of $A_1$:

$$\varsigma_1(x) = [x]_F$$

It can be proven easily that $\varsigma_1$ produces injectivity between $A'_1$ and $A_2$. Applying this approach to our example (cf. Table 6.1) produces two equivalence classes:

$$[1] = \{\text{Max Hotzenplotz, Emil Hotzenplotz}\}$$
$$[2] = \{\text{Franz Klammer}\}$$

The equivalence classes are represented by the common element which is in that case the last name.

The next problem is to find $\varsigma_2$. The goal is to find a feature which makes the elements within each equivalence class distinguishable and independent from the values of $\varsigma_1$. If there is an order on $\text{Dom}_{\varsigma_1}^{\varsigma_2}(A_1)$ then the elements within each equivalence class can be numbered. The function $\varsigma_2$ assigns then numbers to values of $A_1$. In our example, the elements within an equivalence class can be distinguished by their first names. Therefore, $\varsigma$ divides a full name into its first name and last name.

**Schema Transformations due to Different Attribute Domains and Values:**

After resolving missing injectivity between related attributes different domains and values can occur. The basis to resolve these conflicts is again the relation $\alpha$. The relation $\alpha$ between attributes involved in a conflict of missing injectivity can be easily reconstructed using $\varsigma$ and the original relation $\alpha$.

The demand for minimality and understandability requires the resolution of conflicting domains of semantically related attributes. The main idea is to map semantically related attribute values to same values of a new datatype. The new datatype itself must be the same in both schemata. In order to guarantee surjective mappings different sets of integrity constraints can be specified on the new datatype. Therefore, the designer has to specify a new datatype and integrity constraints. On schema level the definition of the related attributes must now be replaced by the new datatype and integrity constraints. The names of the renamed attributes must be equal. Same names for attributes being not semantically related must be changed in that way that same names express only semantically related attributes.
Mapping Database States due to Different Attribute Domains and Values:
Assume the different domains of the new datatype restricted by different integrity constraint sets are $X_1$ and $X_2$. The designer has now to specify two bijective mappings$^1$:

$$\eta_1 \subseteq \text{Dom}^{S_1}_{C_1}(A_1) \times X_1 \text{ and } \eta_2 \subseteq \text{Dom}^{S_2}_{C_2}(A_2) \times X_2$$

The mappings must reserve the relations between the original attribute values:

$$\forall x \in \text{dom}(\eta_1) : \forall y \in \text{dom}(\eta_2) : (x, y) \in \alpha \iff \eta_1(x) = \eta_2(y)$$

A conflict of different attribute values occurs for example if in one database the salary is stored in Dollars whereas the other database uses Deutsche Mark. The designer can now decide to map the different currencies into Euro.

A further example of different attribute values can appear in our introduced example. Job descriptions can be different in the given schemata. In that case, the mappings $\eta_1$ and $\eta_2$ must be specified by an explicit table.

Due to the bijective mappings of $\varsigma$, $\eta_1$, and $\eta_2$ the mapping $\varphi^{HA}$ is a bijective mapping of database states, too.

---

$^1$One of the mappings is frequently the identity function.
6.2 Homogenization: Extensional Aspects

The Generic Integration Model requires disjoint class extensions. Whereas class extensions within one component database already meet this requirement\(^2\) this must not be the case if we compare class extensions from different databases. This aspect is the topic of this subsection.

Before we can merge the schemata into one GIM schema the problem of extensional overlaps expressing redundancy must be resolved. The goal is to have identical or disjoint class extensions only. As a prerequisite we need correct information about extensional relations among class extensions. Extensional relations can be regarded as global integrity constraints hidden in application semantics. They can be expressed by an Euler/Venn-diagram or by an extension diagram (cf. Section 3). Different sources for extensional relations can be exploited:

1. **Information from the given schema and data model:** From an object-oriented schema we have the information which class is a subclass of another class. Such a specialization means a subset relation between their extensions. Furthermore, additionally constraints can state exclusive or total specializations. Many data models require disjoint extensions for all classes which are not in a specialization relation. The schema and data model sources, however, have a limitation. They express information about extensional relations only within a single database.

2. **Database states:** The designer has often access to states of the databases to be integrated. Comparing available class extensions between databases can help to detect redundancy. Such a redundancy excludes a disjoint relation between the corresponding classes. The database state source has a limitation, too. From finding disjoint class extensions in a given database state the designer cannot conclude disjoint class extensions valid at any instant of time.

3. **Integrity constraints:** Comparing integrity constraints can help to detect extensional relations among classes from different schemata. If, for example, no database state can simultaneously fulfill the combined integrity constraints of different classes, then a disjoint extensional relation can be concluded. For more details see [RR97, TS98, TS99].

4. **Background knowledge of the designer:** In practical scenarios the information coming from the previous three sources is often not sufficient. The designer has to use his background knowledge in order to specify complete information about extensional relations. Therefore, the complete specification of extensional relations usually requires human interactions.

A prerequisite for resolving extensional conflicts is the existence of an extension diagram. It is often very hard for a designer to specify such a diagram because it relates the

\(^2\)Disjoint class extensions result from the translation step described in Section 5.
extensions of all classes simultaneously. Instead of an extension diagram, the designer usually wants to specify the extensional relation among a restricted set of classes. Most publications about schema integration, e.g. [SPD92], propose extensional assertions.

An extensional assertion specifies an extensional relation between two extensions. It refers to a stable set relation between database states at any instant of time. Of course, only database states at same instants of time are considered. Very important for the schema integration is information about the extensional development of databases in the future. One extensional assertion, for example, can state, that the extension of the class Employee\textsubscript{2} is always a subset of the extension of class Employee\textsubscript{1}.

The symbols $\varnothing, \subseteq, \equiv,$ and $\cap$ denote four different extensional relations between two extensions. The following formalization uses the predicate ‘same’ as introduced in Section 1. Between two classes $C_1$ and $C_2$ the following extensional assertions can be defined:

- **Disjointness**: $C_1 \varnothing C_2 \iff \forall t: \forall id_1 \in \text{Ext}^t_{idC_1} : \forall id_2 \in \text{Ext}^t_{idC_2} : \neg \text{same}(id_1, id_2)$
- **Containment**: $C_1 \subseteq C_2 \iff \forall t: \forall id_1 \in \text{Ext}^t_{idC_1} : \exists id_2 \in \text{Ext}^t_{idC_2} : \text{same}(id_1, id_2)$
- **Equivalence**: $C_1 \equiv C_2 \iff (C_1 \subseteq C_2) \land (C_2 \subseteq C_1)$
- **Overlap**: $C_1 \cap C_2 \iff$ otherwise

Two classes are extensionally disjoint, if there are no same objects in the extensions of these classes at any instant of time. One class is extensionally contained in another class if the extension of the first class is a subset of the extension of the other class at any instant of time. Equivalent classes have same extensions at any instant of time. Finally, an overlap is stated if no other assertion can be stated.

In Section 3 we motivated the need for extensional assertions between more than two classes. Therefore, we enhance extensional assertions to allow comparisons between set expressions on class extensions using the operations union, difference and intersection (cf. [ST98]).

The extensional relations for our example are informally given in Section 3. We implicitly assume overlapping class extensions among classes from different databases if no other extensional assertion was stated. The following list contains the explicit extensional assertions:

- Employee\textsubscript{1} $\subseteq$ Person\textsubscript{1}, Manager\textsubscript{1} $\subseteq$ Employee\textsubscript{1}, Trainee\textsubscript{1} $\subseteq$ Person\textsubscript{1},
- Customer\textsubscript{2} $\subseteq$ People\textsubscript{2}, Employee\textsubscript{2} $\subseteq$ People\textsubscript{2}, Cust-Emp\textsubscript{2} $\subseteq$ Customer\textsubscript{2},
- Cust-Emp\textsubscript{2} $\subseteq$ Employee\textsubscript{2},
- Person\textsubscript{1} $\equiv$ (Employee\textsubscript{1} $\cup$ Trainee\textsubscript{1}), Employee\textsubscript{1} $\varnothing$ Trainee\textsubscript{1},
- People\textsubscript{2} $\equiv$ (Customer\textsubscript{2} $\cup$ Employee\textsubscript{2}), Cust-Emp\textsubscript{2} $\equiv$ (Customer\textsubscript{2} $\cap$ Employee\textsubscript{2}),
- Employee\textsubscript{2} $\subseteq$ Employee\textsubscript{1},
- (Employee\textsubscript{1} $\cap$ Customer\textsubscript{2}) $\subseteq$ Employee\textsubscript{2},
- Position\textsubscript{2} $\varnothing$ Person\textsubscript{1}, Position\textsubscript{2} $\varnothing$ People\textsubscript{2},

\[3\text{Please note the injectivity of the relation ‘same’ which follows from transitivity and unique object identifiers.}\]
The assertions above are defined on local classes which were translated to GIM classes. Table 5.1 contains information how the local classes are mapped to GIM classes. Considering these mappings we obtain the following extensional assertions:

\[
\begin{align*}
1_1 \cup 2_1 & \subseteq 1_1 \cup 2_1 \cup 3_1 (6.1) \\
1_1 & \subseteq 1_1 \cup 2_1 (6.2) \\
3_1 & \subseteq 1_1 \cup 2_1 \cup 3_1 (6.3) \\
1_1 \cup 2_1 \cup 3_1 & \equiv 1_1 \cup 2_1 \cup 3_1 (6.8) \\
1_1 \cup 2_1 & \varnothing 3_1 (6.9) \\
2_2 \cup 3_2 \cup 4_2 & \equiv 2_2 \cup 3_2 \cup 3_2 \cup 4_2 (6.10) \\
3_2 & \equiv (2_2 \cup 3_2) \cap (3_2 \cup 4_2) (6.11) \\
2_2 \cup 3_2 \subseteq 2_2 \cup 3_2 \cup 4_2 (6.4) \\
3_2 \cup 4_2 & \subseteq 1_1 \cup 2_1 (6.12) \\
3_2 \subseteq 2_2 \cup 3_2 (6.6) \\
3_2 \subseteq 3_2 \cup 4_2 (6.7) \\
(1_1 \cup 2_1) \cap (2_2 \cup 3_2) & \subseteq 3_2 \cup 4_2 (6.13) \\
1_2 \varnothing 1_1 \cup 2_1 (6.14) \\
1_2 \varnothing 2_2 \cup 3_2 \cup 4_2 (6.15)
\end{align*}
\]

Resolving structure and attribute conflicts typically changes schemata. In our example a new class Position\(_1\) (4\(_1\)) was created. It must be compared with other classes:

\[
\begin{align*}
\text{Position}_1 \varnothing \text{Person}_1, \text{Position}_1 \varnothing \text{People}_2, \\
\text{Position}_1 & \subseteq \text{Position}_2
\end{align*}
\]

With respect to the translation to GIM classes we obtain:

\[
\begin{align*}
4_1 & \varnothing 1_1 \cup 2_1 \cup 3_1 (6.16) \\
4_1 & \varnothing 2_2 \cup 3_2 \cup 4_2 (6.17) \\
4_2 & \subseteq 4_1 (6.18)
\end{align*}
\]

All classes within a GIM schema are extensionally mutually disjoint. This implicit extensional assertion makes the assertions (1) to (11), (15), and (16) obsolete. Please note, if there is no explicit assertion between two class extensions from different databases then they overlap.

The next step is the derivation of an extension diagram from a set of extensional assertions. [ST98] describes an suitable algorithm for that problem. The algorithm computes an extension diagram with a minimal number of base extensions by exploiting simplification rules of propositional logic. Table 6.2 shows the computed extension diagram for our example. By using Tables 6.2 and 5.1 an extension diagram for the original classes can be derived (see Table 6.3).

**Schema Transformation:** An extension diagram defines a set of base extensions. Each component class extension is fixed by the union of corresponding base extensions.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$S^C$ & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
\hline
1 & ✓ & ✓ & ✓ &   &   &   &   &   &   &   &   \\
2 &   & ✓ & ✓ & ✓ &   &   &   &   &   &   &   \\
3 &   &   & ✓ & ✓ &   &   &   &   &   &   &   \\
4 &   &   &   & ✓ & ✓ & ✓ &   &   &   &   &   \\
1_2 &   &   &   &   &   &   & ✓ & ✓ &   &   &   \\
2_2 &   &   &   &   &   &   &   & ✓ &   &   &   \\
3_2 &   &   &   &   &   &   &   &   & ✓ & ✓ &   \\
4_2 &   &   &   &   &   &   &   &   &   & ✓ & ✓ \\
\hline
\end{tabular}
\caption{Extension Diagram for $S_1^C$ and $S_2^C$}
\end{table}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$S$ & $S^C$ & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
\hline
Person & 1_1 & ✓ & ✓ & ✓ & ✓ & ✓ & ✓ & ✓ &   &   &   \\
Employee & 1_1 & ✓ & ✓ & ✓ & ✓ & ✓ &   &   &   &   &   \\
Manager & 1_1 & ✓ & ✓ & ✓ &   &   &   &   &   &   &   \\
Trainee & 3_1 &   &   &   &   &   & ✓ & ✓ &   &   &   \\
Position & 4_1 &   &   &   &   &   &   &   &   & ✓ & ✓ \\
People & 2_2 & ✓ & ✓ & ✓ & ✓ & ✓ & ✓ &   &   &   &   \\
Customer & 2_2 & ✓ & ✓ & ✓ &   &   &   &   &   &   &   \\
Employee & 3_2 & ✓ & ✓ & ✓ & ✓ &   &   &   &   &   &   \\
Cust-Emp & 3_2 & ✓ & ✓ & ✓ &   &   &   &   &   &   &   \\
Position & 1_2 &   &   &   &   &   &   &   &   &   & ✓ \\
\hline
\end{tabular}
\caption{Extension Diagram for $S_1$ and $S_2$}
\end{table}
6.2. Homogenization: Extensional Aspects

<table>
<thead>
<tr>
<th>Local Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>description</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>employee</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>start-date</td>
<td></td>
<td></td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>name</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>salary</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>address</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>telephone</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: Example: $S_1^H$

<table>
<thead>
<tr>
<th>Local Class</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>7</th>
<th>9</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>address</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>first-name</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>name</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>job</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>salary</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>description</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
<tr>
<td>people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>√</td>
</tr>
</tbody>
</table>

Table 6.5: Example: $S_2^H$

Resolving extensional conflicts means extensionally decomposing classes into smaller classes. Each new class represents exactly one base extension. In case of redundancy a base extension causes the generation of two new classes for both schemata. These classes have the same extension. The name of a new class is set to the number of the corresponding base extension. After splitting we obtain a new set of GIM classes for two schemata. Classes from different schemata with same names always have the same extension, otherwise, their extensions are always disjoint.

The decomposition of classes follows the same procedure as described for schema translation step (cf. Section 5). As result we obtain the homogenized schemata $S_1^H$ and $S_2^H$.

The homogenized schemata of our example are presented in Table 6.4 and Table 6.5. The shaded areas indicate the existence of integrity constraints (cf. Table 6.6).

Mapping Database States: Mapping database states for resolving extensional conflicts is similar to the mapping for schema translation. In contrast to the translation, however, splitting classes in smaller classes requires comparisons among extensions from different databases. For example, base extension 2 contains all manager objects of the
first database which are simultaneously employee but not customer objects of the second database.

The relation same relates objects from different databases. This relation is an essential element for splitting class extensions. We assume here the existence of such a relation. Producing and managing such a relation is a very hard job but not focus of this work. Instead, for that problem we refer to [Pu91, LSPR93, SS95, ZHKF95, CTK96].

By use of an extension diagram for each base extension a producing set expression can easily be found. Therefore, an extension diagram exactly defines the mapping of component classes into smaller ones and vice versa. Furthermore, the relation same is a one-to-one-relation. For these reasons, the database mapping function $\varphi^{HE}$ is bijective. Since the mappings $\varphi^{HE}$, $\varphi^{HA}$, and $\varphi^{HS}$ are bijective mappings the mapping $\varphi^{H}$ is bijective, too.

<table>
<thead>
<tr>
<th>GIM Class</th>
<th>Integrity Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,2,3</td>
<td>salary $\geq$ 3500</td>
</tr>
<tr>
<td>2,3,4,5</td>
<td>salary $\geq$ 3000</td>
</tr>
<tr>
<td>10,11</td>
<td>description is not null</td>
</tr>
<tr>
<td>10,11</td>
<td>card(employee) $&gt; 0$</td>
</tr>
<tr>
<td>10U11</td>
<td>unique(description)</td>
</tr>
</tbody>
</table>

Table 6.6: Integrity Constraints
Chapter 7

Schema Merging

This design step merges the homogenized schemata $S_1^H$ and $S_2^H$ into the schema $S^I$. Between the homogenized schemata same class names indicate same extensions. Classes without an equivalent\footnote{Two classes are equivalent if they have the same name and thereby the same extension.} class in the other schemata are copied into the integrated schema. Pairs of equivalent classes, however, are merged into one class, respectively. A class $C_1 \in S_1^H$ and a class $C_2 \in S_2^H$ with $C_1.Cname = C_2.Cname$ are merged into $C \in S^I$ with

$$C.Cname \ = \ C_1.Cname$$
$$C.Att \ = \ C_1.Att \cup C_2.Att.$$  

An interesting question is how to merge integrity constraints. Different sets of integrity constraints can restrict equivalent classes even on same attributes. Reasons for differences are usually:

- \textit{Incomplete design}: The specified constraints are too weak in one schema or some constraints are simply forgotten;

- \textit{Wrong homogenization}: Conflicting integrity constraints can indicate a wrong homogenization. For example, wrong attributes are related to each other or some class extensions are specified to overlap although they are disjoint.

Following [BC86, Con86, EJ95, EJ96], the detection of conflicting integrity constraints is in general an undecidable problem. Restricting the power of integrity constraints, however, makes the problem decidable (cf. [TS99]). In the GIM method, only very simple integrity constraints can be defined. We assume the designer is able to detect conflicting integrity constraints and to find conflict reasons. A wrong homogenization forces a redo of the homogenization. If, however, conflicts are caused by incomplete designs then different sets of integrity constraints are conjunctively combined for the integrated class. The combination is a conjunction since each instance of one class has
always a same object in the corresponding class. If the object states are correct then they must fulfill the integrity constraints of both classes simultaneously:

\[
C_{IC} = C_{1IC} \cup C_{2IC} \\
S_{Unique} = S_{1IC}^{H} \cup S_{2IC}^{H}
\]

Merging the homogenized schemata of our example produces an integrated schemata presented in Table 7.1. Table 6.6 shows the corresponding integrity constraints.

**Mapping Database States:** A mapping problem occurs due to semantic redundancy: The values of same attributes of classes with same names can differ. Various reasons can cause different values:

- **Timeliness:** Applications update values with different delays after a real-world object has been changed. In other words, different values denote real-world values at different instants of time.

- **Wrong data:** Often, a value does not correctly denote an attribute value of an real-world object. Reasons are, for example, misspellings, imprecise measurements, and bad chosen attribute domains.

- **Wrong homogenization:** Similar to conflicting integrity constraints, different values can be caused by wrong resolutions to attribute or extensional conflicts.

The reasons for differing values often occur in a combined fashion. Sometimes, combined integrity constraints help to detect wrong values. In general the designer cannot be totally sure that at least one value is correct.

Mapping database states means mapping a pair of attribute values to exactly one value for the integrated schema, respectively. Such a mapping is in general heavily dependent on the semantics of the attribute and the applications. Therefore, there is no standard solution to this problem. For each attribute A occurring in equally named classes the designer has to specify a function \( \gamma_A \):

\[
\gamma_A \subseteq (Dom_{C}^{SH}(A) \times Dom_{C}^{SH}(A)) \times Dom_{C}^{SI}(A)
\]

Depending on the quality of data, cf. [GS98], the function has to derive a value from a pair of given values. The following list shows some possible ways of computation:

- **First (second) value:** The function takes always the first (second) value since the designer knows that the first (second) database contains more correct values.

- **Aggregated value:** For some reasons, an aggregated value should be presented in the integrated schema. A typical aggregation is the average of both values.

- **Maximum (minimal) value:** Sometimes the designer knows, that the maximum (minimum) of both values should be chosen.
<table>
<thead>
<tr>
<th>Local Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>first-name</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>name</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>salary</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>position</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>address</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>telephone</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>start-date</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>job</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>description</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>employee</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: Example – Integrated Schema

- **Dependency**: The decision on the right value can be dependent on other attributes. If, for example, a time attribute carries a time stamp of the last update, then both time stamps need to be compared to find the most current value.

If the input values of \( \gamma \) are equal, then the output value must be the same, too.

In general, the function \( \gamma \) is not injective and causes therefore a loss of information. If the designer does not want a loss of information then he must not treat those attributes as equal during the attribute conflict step.

For a non-injective function no inverse function can exist. In order to map a global value to the underlying databases a back function is required. The common back function is the identity function. More precisely, a value ‘\( x \)’ is mapped to the pair ‘(\( x, x \))’.

Besides mapping attribute values, object identifiers have to be mapped, too. The local object identifier cannot be used directly on the global level. Following the approach in [SS95] a bijective mapping between local and global mapping is needed.

The mapping function \( \varphi^I \) is a total and surjective function. Due to the missing injectivity of the functions \( \gamma \) the mapping \( \varphi^I \) is not injective, too.
Chapter 8

Deriving External Schemata

An integrated GIM schema $S^I$ is not an appropriate schema for applications. Instead of being a schema for applications it allows a very elegant derivation of external schemata. If we look at an integrated schema, e.g. Table 7.1, we can make some interesting observations on which the derivation of external schemata bases:

1. 
   **Rectangles represent classes:** In the schema you can find rectangles. A rectangle means here that for a certain set of base extensions values for a subset of attributes are available. The form of a rectangle is dependent on the given order of columns and rows. These orders, however, are not meaningful. Therefore, we speak of a rectangle if there is a rectangle in at least one attribute and base extension order. Rectangles can be regarded as classes. We can find local classes as rectangles. For instance the local class People2 is represented by the rectangle with the base extensions 2-5, 7, and 9 and the attributes `first-name`, `name`, and `job`.

2. 
   **There are maximal rectangles:** Some rectangles can be augmented by base extensions or attributes. Rectangles which cannot be augmented are called **maximal** rectangles. The local class `People2`, for example, can be augmented by the attribute `address` and is therefore not a maximal rectangle.

   Deriving external schemata means finding all rectangles. Due to the demand for completeness each tick in the table must be contained in at least one rectangle. Finding rectangles which are not maximal means finding many rectangles. An extreme situation occurs if we consider each tick as a rectangle. Since we are interested to find an external schema with a minimal number of classes we are interested in all maximal rectangles of an integrated schema.

3. 
   **Maximal rectangles can overlap:** Figure 8.1 shows an overlap of two rectangles. The rectangles are maximal rectangles. Thereby, if the extension of a class (rectangle) is a subset of the extension of an overlapping class then the attribute sets stand always in a superset relationship. Due to this observation, we can consider an overlap as a specialization between classes. The class with less extension is the subclass.
This section contains two subsections. The first subsection shows how to derive a normalized external schema from an integrated schema. The second subsection explains the adaption of an external schema to a certain application view.

8.1 Automatic Derivation of a Normalized External Schema

Finding all maximal rectangles is very hard for a designer. For automation we propose to apply mechanisms of the theory of formal concept analysis.

8.1.1 Formal Concept Analysis

The theory of formal concept analysis was developed by mathematicians working in the area of lattice theory. We recommend the book [GW98] for more information about this theory.

The theory of concept analysis is based on the following formalization [Duc87]: A context \((G, M, I)\) is given where \(G\) is a set of objects, \(M\) is a set of attributes (intension), and \(I \subseteq G \times M\) is a binary relation between these (finite) sets. The binary relation \(I\) expresses that the object \(g \in G\) has the attribute \(m \in M\) whenever \((g, m) \in I\) holds.

The \textit{intent} of any object subset \(A \subseteq G\) is defined by:

\[
\text{intent}(A) := \{m \in M \mid \forall g \in A : (g, m) \in I\}
\]

and dually the \textit{extent} of any set of attributes \(B \subseteq M\) is defined by:

\[
\text{extent}(B) := \{g \in G \mid \forall m \in B : (g, m) \in I\}
\]

A \textit{concept} in \((G, M, I)\) is a pair \((A, B) \in \mathcal{P}(G) \times \mathcal{P}(M)\) for which \(A = \text{extent}(B)\) and \(B = \text{intent}(A)\). It represents a maximal rectangle in the binary relation \(I\). Let

\[
L := \{(A, B) \in \mathcal{P}(G) \times \mathcal{P}(M) \mid A = \text{extent}(B) \land B = \text{intent}(A)\}
\]

be the set of all concepts (maximal rectangles) in \((G, M, I)\), and let \(\leq\) be the order relation on \(L\) defined by:

\[
(A_1, B_1) \leq (A_2, B_2) \iff A_1 \subseteq A_2
\]
As result, we obtain a lattice denoted by:
\[
\mathcal{L} := (L, \leq, \wedge, (\text{extent}(M), M), (G, \text{intent}(G)))
\]
The lattice operations are given by following definitions:
\[
(A_1, B_1) \wedge (A_2, B_2) = (A_1 \cap A_2, \text{intent}(A_1 \cap A_2))
\]
and
\[
(A_1, B_1) \vee (A_2, B_2) = (\text{extent}(B_1 \cap B_2), B_1 \cap B_2).
\]
The lattice built from concepts is called concept lattice where \((\text{extent}(M), M)\) is the infimum and \((G, \text{intent}(G))\) is the supremum of all concepts.

### 8.1.2 Concept Analysis for Deriving External Schemata

The theory of concept analysis can be adapted to the problem of deriving external schemata. A GIM-schema, e.g. expressed by Table 7.1, can be interpreted as a binary relation \(I\), i.e. it represents a context.

\[
G := \{\text{C.name}|C \in S^I\mathcal{C}\}
\]

\[
M := \bigcup_{C \in S^I\mathcal{C}} \text{dom}(C.\text{Att}) \setminus \{\text{Id}\}
\]

\[
I := \{(g, m) \in G \times M | \exists C \in S^I\mathcal{C} : C.\text{Name} = g \land m \in \text{dom}(C.\text{Att})\}
\]

A concept lattice derived from such a GIM-schema can then be considered as an external schema as follows:

- a concept \((A, B) \in L\) is a class with extension \(A\) and \(B\) defining its attributes;
- \(\leq\) is the specialization relationship between two classes;
- \(\wedge\) is the specialization operation (intersection of extensions) of two classes;
- \(\vee\) is the generalization operation (intersection of attribute sets) of two classes;
- \((\text{extent}(M), M)\) is the bottommost class of the hierarchy (attribute set contains all attributes; extension may be empty);
- \((G, \text{intent}(G))\) is the topmost class of the hierarchy (extension is the union of all base extensions; attribute set may be empty).

Now we can transform the problem of finding maximal rectangles into the theory of concept analysis. Each GIM-schema can be regarded as a context. The concept lattice computed from the context can than directly be interpreted as the specialization hierarchy of an external schema. Due to the fact, that each concept represents a maximal rectangle the classes cannot be further extended by any base extension or attribute.
Computationally Complexity: Unfortunately, this approach has two disadvantages. A context with \( m := |G| \) and \( n := |M| \) contains at most \( 2^{\min(m,n)} \) concepts. An example of such a context is an \( n \times n \)-matrix in which each matrix element has a tick except the matrix elements on the main diagonal. The lattice from this context contains \( 2^n \) concepts. Each algorithm for constructing concept lattices from a given context is therefore in the worst case inherently of exponential complexity. Exponential complexity, however, is unacceptable for real-sized problems of schema integration.

Unnecessary Classes: The approach suffers from a further disadvantage. It produces some concepts representing unnecessary classes. Consider the context depicted in Table 8.1.

<table>
<thead>
<tr>
<th>M/G</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>d</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Context producing unnecessary Classes

The Hasse-diagrams of the resulting concept lattice are depicted in Fig. 8.2. The left diagram shows the concepts with the extensional elements and attributes, respectively. Due to the subset relationships between the attribute sets and the extensions,
respectively, the left diagram can be reduced to the right diagram without loss of information. The reduced diagram is only another representation of the lattice. Attributes are inherited downwards and extensions are ‘inherited’ in the opposite direction. The reduced diagram contains three concepts with empty attribute sets and empty extensions. If we regard these concepts as classes then they do not introduce attributes nor have extensions of their own. In other words, for these classes all attributes are inherited and the extensions are given by the union of their subclass extensions. Such classes are unnecessary classes and can be omitted. Omitting such classes, however, destroys the lattice property. Therefore, we use the term ‘specialization hierarchy’ instead of lattice.

We will refer to concepts (classes) having an extension or/and an attributes of their own as valid concepts (classes) otherwise as unnecessary concepts (classes). From a reduced concept lattice we can easily see that at most $m + n$ valid concepts can exist. In that case each concept (class) contains exactly one object (base extension) or one attribute.

From the discussion above follows an interesting question: **Is there an algorithm to generate exactly all valid concepts (classes) in acceptable time?**

### 8.1.3 A Better Algorithm

In this subsection we present an algorithm which generates only valid classes. The algorithm computes a concept hierarchy instead of a concept lattice. The algorithm has the complexity $O(n^3)$. For each step of the following algorithm the complexity will be given. The input value for the complexity measurement is $n = \text{max}(|G|, |M|)$. $G$ is the set of base extensions and $M$ is the set of attributes. The complexity of a single step can be directly derived using the matrix representation as introduced in Table 7.1.

The input for the algorithm is a context $(G, M, I)$. We use the functions $\text{intent}$ and $\text{extent}$ introduced in the previous section to define the sets $\text{Int}$ and $\text{Ext}$. The sets $\text{Int}$ and $\text{Ext}$ contain the intents of each single base extension ($g \in G$) and the extents of each single attribute ($m \in M$), respectively:

\[
\text{Int} := \{\text{intent}\{g\} \mid g \in G\}
\]
\[
\text{Ext} := \{\text{extent}\{m\} \mid m \in M\}
\]

The complexity to compute both sets is $O(n^2)$.

From $\text{Int}$ and $\text{Ext}$ the two sets $\text{Con}_I$ and $\text{Con}_E$ containing concepts are derived:

\[
\text{Con}_I := \{(\text{extent}(I), I) \mid I \in \text{Int}\}
\]
\[
\text{Con}_E := \{(E, \text{intent}(E)) \mid E \in \text{Ext}\}
\]

The complexity to compute $\text{Con}_I$ is $O(n^3)$. The set $\text{Int}$ contains at most $n$ elements. Each element of $\text{Int}$ must be compared with each column (at most $n$ columns) of the matrix. For each comparison at most $n$ attributes have to be examined. The complexity computing $\text{Con}_E$ is analogous to $\text{Con}_I$. 
We obtain a set of concepts by uniting both sets of concepts:

\[ Con := Con_I \cup Con_E \]

The set \( Con \) is interpreted as the set of external classes. For a specialization hierarchy we have to compute the inheritance relationships. We build a square matrix \( M \) representing the irreflexive binary relation \( \prec \) defined on the generated classes of \( Con \).

\[ C_1 = (A_1, B_1) : C_2 = (A_2, B_2) :\]
\[ C_1 \prec C_2 \iff A_1 \subseteq A_2 \]

A value ‘1’ in \( M \) on row \( i \) and column \( j \) of \( M \) means that class \( C_i \) is a subclass of class \( C_j \) \((C_i \subset C_j)\). If no subset relation between class \( C_i \) and class \( C_j \) exists \((C_i \not\subset C_j)\) then we write the value ‘0’ into the corresponding matrix field. Complexity to build this matrix is again \( O(n^2) \). Computing the matrix needs comparisons between at most \( 2 \times n \) classes with at most \( 2 \times n \) classes. For each comparison at most \( n \) base extensions have to be examined.

The computation \( M_N = M - (M \times M) \) removes transitive specializations. Each value ‘1’ represents a non-transitive sub/super-class relation. Complexity to multiply matrices is \( O(n^3) \). The set \( Con \) in combination with the matrix \( M_N \) defines the external classes with specialization relations.

For example, the new algorithm generates a concept hierarchy (cf. Figure 8.3) from the context depicted in Figure 8.1.

![Figure 8.3: Resulting concept hierarchy](image)

**Theorem 8.1.1** The class set \( Con \) equals the set of valid concepts of the corresponding concept lattice.

**Proof.** Let us assume, that the context \((G, M, I)\) with \(|G| = m\) and \(|M| = n\) is given.

We proof this proposition by examining the two implications between both sets. The proof refers only to valid concepts with attributes of their own and to \( Con_E \) because any proposition attributed to \( M \) holds for \( G \), too.
1. Each valid concept with own attributes corresponds to a class in \( \text{Con}_E \):

A valid concept encompasses one or many attributes. If a concept has exactly one attribute (corresponding to a single row) then the corresponding class will be found by computing \( \text{Ext} \) and \( \text{Con}_E \).

Suppose a valid concept \( c \) has the the extension \( \{ g_1, \ldots, g_a \} \) and the attributes \( \{ m_{c1}, \ldots, m_{cn} \} \). If a concept encompasses more than one attribute then two different cases are possible:

(a) \( \exists m_{c1} \in [m_{c1}, \ldots, m_{cn}] : \forall g \in G : g \notin [g_1, \ldots, g_a] \Rightarrow (g, m_{c1}) \notin I \)

The corresponding class is found by computing \((\text{extent}(\{m_{c1}\}), \text{intent}(\text{extent}(\{m_{c1}\}))\)) within \( \text{Ext} \) and \( \text{Con}_E \).

(b) \( \forall m_{c1} \in [m_{c1}, \ldots, m_{cn}] : \exists g \in G : g \notin [g_1, \ldots, g_a] \land (g, m_{c1}) \in I \)

Each row \( m_{c1} \) results in a concept \((\text{extent}(\{m_{c1}\}), \text{intent}(\text{extent}(\{m_{c1}\}))\)) within \( \text{Ext} \) and \( \text{Con}_E \). The concepts resulting from each attribute \( m_{c1} \) have more objects (base extensions) than concept \( c \) and are, therefore, superconcepts (superclasses) of concept \( c \) with the corresponding attribute \( m_{c1} \) of their own. The attributes \( \{ m_{c1}, \ldots, m_{cn} \} \) of concept \( c \) are inherited from its superconcepts. Hence, concept \( c \) has no own attributes. That case, however, cannot occur for a valid concept with own attributes.

2. Each class of \( \text{Con}_E \) corresponds to a concept with own attributes:

Suppose the class \( c \) of \( \text{Con}_E \) is derived from the single attribute \( m_i \). Class \( c \) has this attribute of its own if it is not inherited from one of its superclasses. This is always true because each superclass must have more base extensions than class \( c \). Due to the computation of \( \text{intent}(\text{extent}(\{m\})) \) no superclass can encompass attribute \( m_i \).

From both implications follows the proposition. \( \Box \)

Example: The integrated schema of our example presented in Figure 7.1 is regarded as a context. The improved algorithm computes the class set \( \text{Con} = \{ C_1, \ldots, C_{11} \} \). The extensions and attributes of these classes are presented in Table 8.2. Comparing the class extensions provides the matrix \( M \) in Table 8.3.

The matrix \( M_N \) without transitive subset relations is presented in Table 8.4.

### 8.1.4 Schema Derivation

From the class set \( \text{Con} \) and matrix \( M_N \) we have information about classes with their extensions and attributes, and about specialization relations among them. However, that is not enough to produce an object-oriented, external schema. The designer has to
assign comprehensible names to the classes. A tool can assist this process. When the extension of a new class is the same as the extension of a local class then its name can be used.

The improved algorithm helps to compute an external schema as an object-oriented one. Of course, in some circumstances the designer wants to derive an external schema in another data model. In such cases, the set $Con$ and the table $M_N$ are very helpful, too. In the following we will concentrate only on object-oriented, external schemata.

Sometimes, the improved algorithm produces a loss of information. Therefore, we introduce the idea of a discriminant attribute, which is described in the next paragraph.

Up to now we have not considered integrity constraints yet. The paragraph after the next will explain how to deal with them.

<table>
<thead>
<tr>
<th>Class</th>
<th>Extension</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1-9</td>
<td>name</td>
</tr>
<tr>
<td>C2</td>
<td>7,8</td>
<td>name, start-date</td>
</tr>
<tr>
<td>C3</td>
<td>1-7,9</td>
<td>name, address</td>
</tr>
<tr>
<td>C4</td>
<td>2-5,7,9</td>
<td>first-name, name, address, job</td>
</tr>
<tr>
<td>C5</td>
<td>1-6</td>
<td>name, address, salary, position</td>
</tr>
<tr>
<td>C6</td>
<td>7</td>
<td>first-name, name, start-date, address, job</td>
</tr>
<tr>
<td>C7</td>
<td>2-5</td>
<td>first-name, name, address, job, salary, position</td>
</tr>
<tr>
<td>C8</td>
<td>1-3</td>
<td>name, address, salary, position, telephone</td>
</tr>
<tr>
<td>C9</td>
<td>2,3</td>
<td>first-name, name, address, job, salary, position, telephone</td>
</tr>
<tr>
<td>C10</td>
<td>10,11</td>
<td>description, employee</td>
</tr>
<tr>
<td>C11</td>
<td>11</td>
<td>description, employee, qualification, people</td>
</tr>
</tbody>
</table>

Table 8.2: Example – Global Classes

<table>
<thead>
<tr>
<th>&lt;</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
<th>C11</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8.3: Matrix M
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\[
\begin{array}{cccccccccc}
\text{<} & \text{C1} & \text{C2} & \text{C3} & \text{C4} & \text{C5} & \text{C6} & \text{C7} & \text{C8} & \text{C9} & \text{C10} & \text{C11} \\
\hline
\text{C1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C2} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C3} & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C4} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C5} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C6} & -2 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C7} & -2 & 0 & -1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C8} & -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C9} & -4 & 0 & -3 & 0 & -1 & 0 & 1 & 1 & 0 & 0 & 0 \\
\text{C10} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\text{C11} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{array}
\]

Table 8.4: Matrix \( M_N \)

**Discriminant:** For deriving an external schema there is a requirement for avoiding unwanted loss of information. Sometimes, the proposed algorithm joins together base extensions to external classes thus from an external object we cannot conclude its origin, i.e. its base extension. From this situation a problem arises if this information carries semantics. If, for example, we have the local classes *Man* and *Woman* with the same set of attributes and disjoint extensions then the algorithm joins the local classes together to one external class. An object of this external class does not have the information about the gender.

In order to avoid this kind of information loss we demand that for each object on the external level we are able to conclude its base extension from its state and class membership. This property is violated if the algorithm does not distinguish between base extensions, i.e. if the integrated schema contains base extensions with same attributes. Therefore, we introduce an artificial attribute called the **discriminant** for all base extensions \( g \in G \) for which another base extension with same attributes exists:

\[
\exists g' \in G : g \neq g' \land \forall m \in M : (g, m) \in I \iff (g', m) \in I
\]

The idea of the discriminant in the area of schema integration was proposed in [GS91]). We have adopted the idea to our approach.

The value of the discriminant is the number of the corresponding base extension. On external level we recommend choosing a more meaningful name for the discriminant and mapping the base extension numbers to meaningful values, e.g. *male* and *female* in the mentioned example.

A discriminant is also helpful for global insertions of objects. Depending on its value we exactly know the local classes in which an object has to be inserted. If the discriminant does not carry semantics then its value is not available for an inserted object. In that case a designer specified default value for the discriminant determines the base extension and thereby the corresponding local classes.
<table>
<thead>
<tr>
<th>Local Class</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>first-name</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>name</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>salary</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>position</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>address</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>telephone</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>start-date</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>job</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>description</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>employee</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>qualification</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>people</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>discriminant</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.5: Example – integrated schema with discriminant

If you check the integrated schema in Table 7.1 you find the base extensions 2 and 3, and the base extensions 4 and 5 having same attributes, respectively. Therefore we introduce a discriminant for these base extensions. The discriminant determines whether a person is a customer or not. Table 8.5 presents the augmented integrated schema. Applying our improved algorithm again expands the classes C7 and C9 by the discriminant. The matrix $M$ remains unchanged. Figure 8.4 depicts the corresponding external schema without class names but information about the class extensions. The extensional reduction produces the integrated schema depicted in Figure 8.5.

**Integrity constraints:** During the derivation of an external schema we must consider integrity constraints. Constraints of an external schema restrict insertions of and updates on global objects to objects which can be stored in the underlying databases and fulfill thereby the demand for surjectivity of the corresponding database mapping. If integrity constraints would not be considered then global applications have no chance to understand when a global insertion fails due to constraint violations on local level. Please remember, a federated database system has to behave as a common database system for global applications.

The publications [CHS+97, CST98] discuss how to deal with integrity constraints during the schema integration. We explain here our main idea very shortly and informally.

The data model GIM supports two kinds of integrity constraints: attribute range restrictions and uniqueness constraints.

- **Range restrictions:** If all the base extensions of a derived external class have a range restriction IC then IC is defined for the external class, too. In an object-oriented
schema, similar to attributes, integrity constraints are inherited. If a subclass has a same constraint as the superclass then the constraint can be omitted in the subclass.

Sometimes the involved base extensions of a constraint do not exactly correspond to any external class. In that case this constraint cannot be completely defined in the external schema. We propose in this case to search the least external class which includes the involved base extensions and to combine the constraint with a discriminant attribute:

\[ \forall o_1 : o_1(\text{discriminant}) \in \{\text{Wert}_1, \ldots, \text{Wert}_n\} \Rightarrow IC \]

- **Uniqueness constraints**: If the base extensions of a uniqueness constraint are the same as of an external class then the constraint is defined on this class. Sometimes, such an external class does not exist but the union of some external classes equals this set of base extensions. In that case the constraint can be expressed by an inter-class uniqueness constraint. If this variant also fails then the use of a discriminant attribute is the last solution. We have to look for a minimal superclass \( C \) containing the base extensions of the constraint on attribute \( A \):

\[ \forall o_1, o_2 \in C : o_1(\text{discriminant}) \in \{\text{Wert}_1, \ldots, \text{Wert}_n\} \land \]
Figure 8.5: Example – reduced integrated schema

\[
o_2(\text{discriminant}) \in \{\text{Wert}_1, \ldots, \text{Wert}_n\} \Rightarrow (o_1(A) = o_2(A) \Rightarrow o_1 = o_2)
\]

In our example the integrity constraints of the base extensions are shown in Table 6.6. The base extensions of the integrity constraints directly correspond to external classes. The resulting integrity constraints can therefore very easily be assigned to external classes as stated in Table 8.6.

<table>
<thead>
<tr>
<th>Class</th>
<th>Integrity Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>C8</td>
<td>salary $\geq$ 3500</td>
</tr>
<tr>
<td>C7</td>
<td>salary $\geq$ 3000</td>
</tr>
<tr>
<td>C10</td>
<td>description is not null</td>
</tr>
<tr>
<td>C10</td>
<td>card(employee) $&gt; 0$</td>
</tr>
<tr>
<td>C10</td>
<td>unique(description)</td>
</tr>
</tbody>
</table>

Table 8.6: Integrity Constraints

The derivation of a normalized, external schema must be accompanied by a bijective database state mapping. The mapping is fixed by the extensional composition of base
extensions to external classes. For the correct mapping in the inverse direction we introduced the concepts of the discriminant and showed how to deal with integrity constraints. They help to map each object of the external schemata to exactly one base extension.

8.2 Derivation of ‘Tailored’ Views

In the previous subsection we described the derivation of a normalized, external schema. In correspondence to the 3-level-schema-architecture, cf. [TK78]), external schemata express views for certain applications. One external schema can meet the requirements of a certain application but not the needs of any other application. Usually, the designer of an external schema wants to influence the derivation process corresponding to his certain view. The schema integration methodology must be so powerful that an external schema can be derived which is equivalent to a local schema.

In our GIM approach the designer starts with the normalized, external schema. He is offered many operations to adapt the normalized schema to his view. The operations are presented in Table 8.7.

<table>
<thead>
<tr>
<th>Category</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>translation</td>
<td>complex datatype</td>
</tr>
<tr>
<td></td>
<td>unidirectional reference</td>
</tr>
<tr>
<td>homogenization</td>
<td>structure operation</td>
</tr>
<tr>
<td></td>
<td>attribute operation</td>
</tr>
<tr>
<td></td>
<td>renaming</td>
</tr>
<tr>
<td></td>
<td>projection</td>
</tr>
<tr>
<td>derivation</td>
<td>class selection</td>
</tr>
<tr>
<td></td>
<td>extensional expansion</td>
</tr>
<tr>
<td></td>
<td>attribute expansion</td>
</tr>
<tr>
<td></td>
<td>removing classes</td>
</tr>
<tr>
<td></td>
<td>merging classes</td>
</tr>
</tbody>
</table>

Table 8.7: View Operations

The first two categories encompass operations introduced in Section 5 and Section 6, respectively. The remaining operations are new operations. The operations of the different categories are explained in the following subsections.

8.2.1 Translation and Homogenization Operations

The translation operations are operations concerning schema translation when a GIM schema is involved. In contrast to Section 5 the derivation of an external schema means performing a translation starting with a GIM schema. The operations include operations
to construct complex datatypes as an inverse step to the normalization step. Furthermore, the designer can transform bidirectional references to unidirectional references. In Section 5 we explained the decomposition of overlapping class extensions into disjoint GIM classes. Our proposed derivation algorithm performs the inverse step.

Of course, depending on the target data model many further operations are possible. Here, we have restricted ourselves to the most common translation operations.

The translation operations are executed in the inverse direction as explained in Section 5. The homogenization operations, however, can be performed in both directions. Structure operations, as introduced in Subsection 6.1.1, allow the transformation of attributes into classes and vice versa. Attribute operations, explained in Subsection 6.1.2, encompass composition and decomposition of attributes as well as mapping to new datatypes and values.

In our example we map the values of the discriminant to boolean values because we must distinguish between base extension 2 and 3 and between 4 and 5, respectively. The values 3 and 4 are mapped to true whereas the values 2 and 5 are mapped to false. The discriminant indicates whether a person is a customer.

The renaming operation involves attribute and class names. An extensional comparison of external classes with local classes helps to find comprehensible class names. Local attribute names are often also good external attribute names. An exception is the discriminant which is not available in any local class. In our example we give the introduced discriminant the new name customer.

### 8.2.2 Derivation Operations

Derivation operations were not introduced yet. The operations projection, class selection, extensional expansion, and attribute expansion filter database states. In other words, using these operations the designer decides on a loss of information. Thus, the corresponding database mappings cannot be injective mappings.

- **Projection:** Projection means that not each attribute of the normalized schema should be available in the external schema. Therefore, in the integrated schema certain rows are eliminated before our improved derivation algorithm is applied.

  Of course, it is also possible to remove some ticks for certain attributes and base extensions.

- **Class selection:** Not each base extension should appear in an external class. This can be done by eliminating certain columns.

- **Extensional and attribute expansion:** Sometimes the designer wants to derive an external schema as an extensional or an attribute expansion of a particular local schema. For the attribute expansion all base extensions are removed which are not covered by a local schema. For extensional expansion the attribute set is restricted to attributes which appear in the certain local schema.
After performing these operations the derivation algorithm must be applied again.

Schema integration often produces very complex schemata, i.e. the number of external classes is often very high. Although the derivation algorithm computes maximal rectangle in some cases the number of classes can be further reduced. Reducing the number of classes meets the demand for minimality. Depending on the view, the understandability is only sometimes improved. Therefore the designer has to decide on the application of these operations. Removing and merging classes are operation defined on the classes of the normalized external schema. The following paragraphs introduce three different operations.

**Removing abstract superclasses:** Sometimes the algorithm computes external classes without extensions of their own. The extension $Ext_C$ of such a class $C = (Ext_C, Int_C) \in Con$ equals the union of its subclass extensions:

$$Ext_C = \bigcup \{ Ext_{CSub} | (Ext_{CSub}, Int_{CSub}) \in Con \land Ext_{CSub} \subset Ext_C \}$$

Such classes are often called *abstract* classes or classes with empty shallow extensions.

For example, the classes $C_1$ and $C_3$ of Figure 8.5 are abstract classes. An abstract class can be removed without loss of information:

$$Con_{new} = Con \setminus \{ C \}$$

Of course, the attributes inherited from the removed superclass must be explicitly made visible in its subclasses and the matrices $M$ and $M_N$ must be computed again. Removing abstract classes reduces the number of external classes but sometimes reduces the understandability of an external schema, too. Therefore, the designer must trade off minimality against understandability.

In our example we remove the classes $C_1$ and $C_3$. Furthermore we give the classes meaningful names and obtain the external schema depicted in Figure 8.6. This external schema is complete because a bijective mapping between the corresponding database states can be defined. Table 8.8 shows the extensional mapping of local classes to external classes and Table 8.9 the mapping in the opposite direction using the discriminant. Such mappings can be automatically derived from the mappings of the local schemata to the integrated schema and from the further mappings up to the external schema.

**Removing subclasses:** Similar to abstract classes an external schema can contain classes without own attributes. In other words, all attributes of a class $C = (Ext_C, Int_C) \in Con$ are inherited:

$$Int_C = \bigcup \{ Int_{CSup} | (Ext_{CSup}, Int_{CSup}) \in Con \land Int_{CSup} \subset Int_C \}$$

If such a class is removed then its objects belongs to more than one most specialized class. A role concept, cf. [WDS95, GSR96], allows such a multiple membership of objects but is
<table>
<thead>
<tr>
<th>Global Class</th>
<th>Extension</th>
<th>Local Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trainee (C2)</td>
<td>7,8</td>
<td>Trainee_1</td>
</tr>
<tr>
<td>Person-Dep (C4)</td>
<td>2,5,7,9</td>
<td>People_2</td>
</tr>
<tr>
<td>Employee (C5)</td>
<td>1-6</td>
<td>Employee_1</td>
</tr>
<tr>
<td>Trainee-Cust (C6)</td>
<td>7</td>
<td>Trainee_1 \cap Customer_2</td>
</tr>
<tr>
<td>Employee-Dep (C7)</td>
<td>2-5</td>
<td>Employee_2</td>
</tr>
<tr>
<td>Manager (C8)</td>
<td>1-3</td>
<td>Manager_1</td>
</tr>
<tr>
<td>Manager-Dep (C9)</td>
<td>2,3</td>
<td>Manager_1 \cap Employee_2</td>
</tr>
<tr>
<td>Position (C10)</td>
<td>10, 11</td>
<td>Position_1</td>
</tr>
<tr>
<td>Position-Dep (C11)</td>
<td>11</td>
<td>Position_2</td>
</tr>
</tbody>
</table>

Table 8.8: Example – Global Classes expressed by Local Classes

<table>
<thead>
<tr>
<th>Local Class</th>
<th>Extension</th>
<th>Global Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person_1</td>
<td>1-8</td>
<td>Trainee \cup Employee</td>
</tr>
<tr>
<td>Employee_1</td>
<td>1-6</td>
<td>Employee</td>
</tr>
<tr>
<td>Manager_1</td>
<td>1-3</td>
<td>Manager</td>
</tr>
<tr>
<td>Trainee_1</td>
<td>7,8</td>
<td>Trainee</td>
</tr>
<tr>
<td>People_2</td>
<td>2,5,7,9</td>
<td>Person-Dep</td>
</tr>
<tr>
<td>Customer_2</td>
<td>3,4,7,9</td>
<td>Person-Dep ( \sigma_{customer = \text{false}} )Employee-Dep</td>
</tr>
<tr>
<td>Employee_2</td>
<td>2-5</td>
<td>Employee-Dep</td>
</tr>
<tr>
<td>Cust-Emp_2</td>
<td>3,4</td>
<td>( \sigma_{customer = \text{true}} )Employee-Dep</td>
</tr>
<tr>
<td>Position_1</td>
<td>10, 11</td>
<td>Position</td>
</tr>
<tr>
<td>Position_2</td>
<td>11</td>
<td>Position-Dep</td>
</tr>
</tbody>
</table>

Table 8.9: Example – Local Classes expressed by Global Classes
often not implemented in data models of commercial systems. Therefore, classes without attributes of their own can only be removed if the underlying data model supports the role concept.

In our example the classes C6 and C9 are such classes.

**Merging of classes:** After removing super- and subclasses the number of external classes can only be further reduced without loss of information if the designer merges external classes. Such a merging of external classes to one external class is only possible if null values are allowed to appear. If the original classes are mutually very similar then null values appear only in few attributes for objects of some base extensions. An extreme situation occurs if you merge all classes into one class which produces a kind of a universal relation. Such an extreme situation violates, however, the rules of a good design. Therefore, the designer must very carefully decide on merging external classes.

Suppose, class $C_1$ and $C_2 \in Con$ have to be merged. Then we obtain the intension and extension of the resulting external class as follows:

\[
Int := Int_{C_1} \cup Int_{C_2}
\]

\[
Ext := Ext_{C_1} \cup Ext_{C_2}
\]

For each attribute from $Int$ and for each base extension from $Ext$ a tick must be set in the integrated schema. As the next step a discriminant attribute must be introduced for the base extensions of $Ext$. An integrity constraint restricts in dependence on the discriminant the occurrence of null values for updated or inserted global objects. A new application of the derivation algorithm then generates the new external schema.
For instance, the designer decides to merge the classes Employee-Dep, Manager, and Manager-Dep. The unions of the intensions and extensions are:

\[
\begin{align*}
Int &= \{\text{name, first-name, address, salary, telephone, pos., job}\} \text{ and} \\
Ext &= \{1, 2, 3, 4, 5\},
\end{align*}
\]

In the integrated schema the designer must set a tick for the base extensions 4 and 5 for attribute telephone, and for base extension 1 for the attributes first-name and job. The discriminant must then be defined for base extensions ranging from 1 to 5. An additional integrity constraint requires a null value for objects from base extension 1 for the attribute first-name and job, and for objects from base extensions 4 and 5 for attribute telephone.
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The Prototype: SIGMA_{Bench}

Various database group members of the Otto-von-Guericke-Universität have been working in the project SIGMA_{FDB}. The topic of this project is schema integration and global integrity maintenance for federated databases. It started in 1995 and is partly funded by the German state Sachsen-Anhalt.

The following three scenarios are applications scenarios for which different tools have been developed. They allow the testing of our research results in order to have a feedback from practical environments.

- **Factory planning:** Our database group cooperated with mechanical engineers from the logistics and factory planning groups of our university and Frauenhofer Institut in Magdeburg. The engineers are using independently developed applications for factory planning. Their problem is the interoperability among their file-based applications, i.e. the usage of the result from one application as the input for another application. The idea was there to demonstrate the advantages of a data federation. We successfully designed an integrated schema and defined mappings to their data files. The prototype SIGMA_{Demo} was then developed to demonstrate the way a federated database system works in that scenario.

- **Bio-informatics:** In this scenario many highly heterogeneous databases containing bio-molecular data are available in the Internet. The bio-informatics scientists have been seeing a large success potential if someone integrates these databases. The prototype BioBench is a first prototype to access and to integrate different databases. In this scenario no integrity constraints needed to be considered because the local databases usually offer only read access. The databases are further very often data files, for which schemata had to be extracted before a federation could be established.

- **Global-Info:** This project is a German Digital Library project and is funded by the German Ministry for Education and Research. Different, heterogeneous database systems with publication data exist and have to be integrated. The project started
in 1998 and our group is still working on it. A main problem is to detect same publications in different databases.

For the design of a federated database we developed the tool-box SIGMA\textsubscript{Bench}. Main parts of the GIM method are implemented. The architecture of the tool-box is depicted in Figure 9.1. The tools communicate over a central repository managed by the RDBMS YARD. They are database clients implemented in Java which access the database via JDBC. The following paragraphs introduces the different tools.

**Loader:** The repository can store database schemata. The loader imports schemata including integrity constraints from an Oracle database and stores them in the repository.

**File analyzer:** Sometimes there is a need to federate not only databases but files. From files appropriate schemata must be extracted. The file analyzer assists the designer to find key words, tokens, and brackets in files. The schema extraction can be done semi-automatically.

**Schema editor and viewer:** Besides the import of schemata the designer often wants to create new schemata and to edit existing schemata. The viewer visualize schemata stored in the repository.

**Extensional relationship editor:** One step during the GIM method is the extensional analysis. The designer can specify extensional assertions in a graphical way. An algorithm computes from the assertions an extension diagram. Some assertions are derived automatically from specialization relationships between classes. Furthermore, this tool validates the consistency of extensional assertions.

**Integrator:** This tool is the main tool. It generates from given schemata and an extension diagram an integrated schema. It uses our GIM algorithm then to produce a normalized, external schema. The designer can influence the derivation by removing sub- or superclasses. The tool also considers integrity constraints, i.e. it derives constraints on the external schema automatically.
SpeCTraC: This tool assists the specification of global transactions. It supports an extended transaction model where nested transactions and different dependencies among transactions can be defined. The tool analyzes specified transactions and dependencies and check them for consistency.

In this section we only sketched our tool-box SIGMA_Bench. In the appendix we show some screen-shots. For further information look at http://wwwiti.cs.uni-magdeburg.de/~sigmafdb and the publication [SST+99].
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Related Work

The problem of schema integration in the context of multidatabases is a relatively old problem. There is a huge number of publications in this area. Most of them were published in the eighties. Various publications use different terms. For example, for the terms ‘multidatabase’ and ‘federated database system’ different definitions exist, e.g. [HM85, SL90, LMR90, PBE95, BE96]. We follow the definition of a tightly coupled FDBS published in [SL90]. Integrations problems and solution approaches in loosely coupled FDBS are discussed in [Wie92, ZHK96]. Our schema architecture is similar to the 5-level-schema-architecture from [SL90]. In Chapter 2 we compared our architecture with the famous 5-level-schema-architecture. An interesting modification of this architecture is proposed in [SCRR96] but does not reflect our GIM method.

We did not consider behavior integration. If the behavior is specified in a formal description method, e.g. life cycle diagrams, then results from [SHJ+94, Pre99] can be used for behavior integration.

Sometimes, data files instead of databases need to be federated by an FDBS. The publications [Höd97, SH99] tackle the extraction of schemata and structure information from semi-structured files to support file federation.

Very important for a schema integration is the choice of the right common data model in which the schema integration is performed. The suitability of different data models as common data model is discussed in [BLN86, SCG91, HB96]. The favorite data model is usually an object-oriented data model due to its semantical richness. We argue, however, that heterogeneity among object-oriented schemata is often very complex. Furthermore, we distinguish between a data model for homogenization and models for external schemata. As common data model for homogenization we use the Generic Integration Model GIM which enables an efficient algorithm to derive an external schema in a user-friendly data model. The data model GIM was firstly introduced in [SS95, SS96a].

Schema integration means detecting and resolving schema conflicts. In the literature many different conflict classifications were proposed, e.g. in [BL84, KS91, SPD92, SK93, KCGS95, NS96, GSC96]. Due to the usage of GIM we have a relatively small number
of conflict types which make the schema integration easier than in other data models. We have a small and orthogonal set of conflict types. Many conflict types of other publications are combinations of our conflict types.

A hard problem of schema integration is the detection of conflicts. We have assumed the designer knows the correspondences. Of course, this is only valid for relatively small schemata. For a deeper discussion about finding correspondences we refer to [GCS93, GSC95, NS96]. The publications [SK93, KS96] use context knowledge and the idea of semantic similarity to detect correspondences.

The structure conflict is a frequently occurring conflict type. [Mot87, NS96, SPD92], for example, explain the conflict and its resolution. Similar to our approach, the structure conflict is usually resolved by transforming the attribute into a single class.

Attribute conflicts are described in [DH84, LNE89, KCGS95, GSC96]. Following [KCGS95, GSC96] they can be sub-classified in conflicts concerning different domains, conflicting integrity constraints, different operations, accuracy, and measures. The designer has to specify a value mapping to relate values from different domains. [SPD92] resolves attribute conflicts by unifying attribute domains and applying integrity constraints for value restrictions. A complex problem is missing injectivity of a mapping which can produce an information loss when a global application inserts a new object and then rereads it again. To the knowledge of the authors no published work solves this problem yet. Our presented approach of splitting attributes transforms this problem into an intensional conflict where one class has more attributes than a corresponding one.

The extensional conflict as one main conflict is topic of many publications, e.g. [DH84, Mot87, MNE88, Bra93, SGN93, TS93, KS95, NS96]. They usually resolve this conflict directly in an object-oriented model by using specialization. The original classes are often classes of the integrated schema enriched by new super-/subclasses and specialization relationships among them. [DS96], for example, suggests many operations to resolve a conflict between two classes. Problems arise, however, if two specialization hierarchies with many classes need to be integrated. The mentioned approaches generate in this case very complex schemata. Furthermore, different variants of conflict resolution are often possible. There are no strict rules which help the designer. Therefore, the process of integrating specialization hierarchies is usually very hard for the designer and produces often a huge number of new classes. As mentioned in Section 3 most publications do not correctly analyze extensional relations.

In contrast to these approaches, basing on a correct extensional analysis we firstly decompose class extensions into base extensions and then use mechanisms of concept analysis. These mechanisms perform the composing of base extensions to extensions of external classes. We try to derive minimal schemata by finding maximal rectangles and by further reductions of superfluous classes.

The idea of deriving extensional relations from integrity constraints was proposed by [RR97, TS98, TS99].

During the merging of classes integrity constraints must be considered. The publications [BC86, Con86, EJ95, VA96, Ver97] point out that integrity constraints can be
in a conflict. A conflict occurs when specified extensional relationships are not satisfiable due to different integrity constraints. The publications [BC86, Con86, EJ95] handle this conflict as an unsolvable conflict and stop the schema integration. [VA96, Ver97], however, treat conflicting constraints as subjective and ignore them during the schema integration. [RPG95] resolves the problem of conflicting integrity constraints by weakening them for global classes. This treatment can cause problems when globally inserted objects violate local integrity constraints.

In contrast to the mentioned approaches the GIM method considers the fact that a conflict indicates a design failure. Furthermore, the extensional decomposition makes the problem clearer, since we have to consider only conflicts between classes with same extensions. Due to the restricted set of constraint types in GIM conflicting constraints can easily be detected in an automatic manner. This avoids problems of undecidability which were described in [BC86, Con86, EJ95, EJ96]. Some ideas of our approach were firstly published in [CHS+97, CST97, CST98]. They discuss the relation between constraints and extensional set operations. A more detailed discussion about integrity constraints with respect to schema integration is given in [Tlr99].

Objects typically have object identifiers which must be considered during the class merging. [EK91, SS95] introduce approaches to tackling the problem of object identifiers in FDBS.

Besides schema integration problems of data integration can occur. It is often very hard to detect same objects. Some approaches to this problem are introduced in [DeM89, WM89, Ken91, Pu91, KAA+93, LSPR93, ZHKF95, CTK96, WZ96].

The idea to use mechanisms of the formal concept analysis for the design of object-oriented database is not new. [YLCB96], for example, uses this technique to generate a class hierarchy depending on an intensional analysis. In contrast to our approach, however, [YLCB96] does not consider extensional relationships and is therefore not useful for schema integration. In [SS96a, SS96b, SC97, SS98] we described how to decompose class extensions for schema integration. This decomposition enables us to use mechanisms of formal concept analysis for schema integration. Our improved algorithm was firstly published in [SS98].

The derivation of object-oriented, external schemata from a GIM schema is accompanied by a semantical, designer-driven enrichment. [CS91, Cas93, PB94, FV95, Hoh96] propose different enrichment rules defined on relational structures and the concept of primary and foreign keys. Due to the use of GIM we cannot exploit these rules for our approach. In our approach, the improved algorithm itself performs a main part of the enrichment.

In our approach we used a discriminant to avoid loss of information. This problem appears in some publications, e.g. in [KLK91], as conflicting meta information. The resolution of conflicts concerning meta data is topic of [SCG93, CL94]. [CL94] introduces a declarative language to overcome meta conflicts. In our approach we use the idea of discriminants published in [GCS95] and adapted it to our GIM scenario.

There is a huge number of FDBS prototypes and systems. A good overview over the
most important systems is given in [BE96]. In the following we discuss publications of different database groups.

Publications from Navathe and coauthors
[NG82, NEL86, MNE88, LNE89, SGN93, NS96]

These papers propose an extended entity-relationship model as common data model. Their main focus is on the resolution of extensional conflicts. Depending on binary extensional assertions for resolution they propose to merge, unite, or to intersect classes, or adopt the original classes and establish new specialization relations among them [MNE88]. Besides this conflict, attribute conflicts and conflicting relationships are considered. They resolve these conflicts similar to the extensional conflict by applying specialization. The combined extension and integrity constraint conflict is topic of [SGN93]. To resolve conflicting integrity constraints [NS96] proposes a logical disjunction for a class union and a logical conjunction for a class intersection. A special case of conflicting constraints is the identification conflict which is discussed by [NG82].

Relationships of two ER-diagrams can stand in conflict, e.g. with respect to arities, roles, and cardinality numbers. [NEL86] resolves such conflicts very similar to the resolution of the extension conflict.

A very good publication is [LNE89] which describes the resolution of extension conflicts, conflicting relationships, and attribute conflicts. [NS96] discusses the problem of detecting conflict correspondences between schemata to be integrated.

Publications from Saltor, Castellanos and Garcia-Solaco
[GS91, SCG91, SCG93, GCS93, CSG94, GCS95, GSC95, SCGSK95, GSC96, SCRR96]

The common data model of these publications is the object model BLOOM (Barcelona object-oriented model) introduced in [SCGSK95]. A motivation using an object model is given in [SCG91, CSG94]. The detection of conflict correspondences is shown in [GCS93, GSC95].

For resolution of extensional conflicts the publications [GS91, SCG93, GCS95] propose to generalize conflicting classes. In order to avoid information loss they introduce a discriminant attribute. A generalization means, however, not to merge same objects to respective global objects. The object merging must be performed in a further step. The use of generalization can produce very complex specialization hierarchies (e.g. in [GCS95, Page 26]), especially if an extensional conflict involves many local classes.

Meta conflicts, which are often called schematic discrepancies [KLK91], are resolved by using a discriminant [SCG93].

[SCG96] claim that their integration method does not need to deal with extensional conflicts. They need, however, correspondences between similar classes for which they
assume a specific default extensional assertion. In principle, default assertions are also possible in other integration methods. In our opinion, integration without knowing exact extensional relations produces wrong integrated schemata.

Publications from Spaccapietra and Dupont
[SP91, SPD92, Dup94, DS96]

These publications consider different conflict classes introduced in [SP91]. Conflicts are expressed by assertions. Basing on specified assertions [SPD92] describes different integration rules which resolve these conflicts. This paper considers only identical assertions, i.e. no extensional overlap or inclusion is regarded. Besides extensional conflicts, conflicting binary relationships are resolved by introducing the concept of paths.

Later publications extend the integration method by further extensional conflicts. [DS96] proposes the integration operations merging, subclass, union, intersection, multi-instantiation, partition, and preservation. A table shows which operation can be applied to which extensional conflict.

[Dup94] points out that binary extensional relationships are not sufficient for a correct extensional analysis. He suggests additional types of non-binary extensional assertions. Binary and the new proposed assertions are, however, still incomplete to exactly model extensional relationships among classes.

Publication from Kim and coauthors
[KCGS95]

[KCGS95] gives a very detailed classification of conflicts between object-oriented database schemata. The focus there is more on the description of conflicts than on their resolution. For resolving extensional conflicts they describe the operations subclass and union only.

Publications from Ekenberg and Johannesson
[Joh93, Joh94, EJ95, EJ96]

In these publications a logic-based approach to schema transformation and integration is used. Before performing an integration the input schemata are transformed into a kind of a normal form, respectively. The common data model has concepts from logic programming and deductive databases. [Joh93] introduces the common data model and some transformation operations. The operations, for example, can be used to transform optional attributes into a specialization and to resolve a structure conflict. [Joh94] argues that due to the translation of the schemata into the common data model they are getting normalized. Therefore, conflicts can relatively easily be handled.
After translation, two schemata must be checked on conflict-freeness w.r.t. integrity constraints [EJ95, EJ96]. Similar to [BC86, Con86] they point out the problems to detect conflicting integrity constraints. However, they do not take into consideration that conflicting constraints can be caused by wrong designs. For example, local integrity constraints are often too weak or extensional assertions are wrong.

**Publication from Motro**

[Mot87]

[Mot87] is a very early publication about schema integration. It introduces different operations to resolve structure and extensional conflicts. For the structure conflict attributes can be transformed to classes and vice versa. Operations to resolve the extensional conflict are union, intersection, and merging of conflicting classes.

This publication belongs to the first publications which use specialization to resolve extensional conflicts. Furthermore, Motro recognizes the need for an artificial attribute to avoid loss of information.

**Publications from Reddy, Prasad and Gupta**

[RPRG94, RPG95]

The common model of these publications is an object-oriented data model [RPRG94]. Local classes standing in a semantical relationship are represented by a global class. The global class is constructed by merging the local classes. The authors assume identical extensions of related classes. Other extensional conflicts are not regarded.

Attribute conflicts are treated very similar to extensional conflicts. Related attributes are merged into global attributes.

[RPG95] discusses conflicting integrity constraints. The constraints of related classes are disjunctively combined for the global class. Therefore, not each global inserted object can be propagated to local classes.
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Conclusion

In this paper we introduced a new approach to schema integration. In contrast to traditional approaches we distinguish between data model for integration and data model for schemata of global applications. As integration model we use the Generic Integration Model which enables the application of supporting algorithms. The main focus of the GIM method is the consideration of extensional conflicts. We resolve this conflict by decomposing class extensions into disjoint base extensions. As result we are able to use mechanisms of formal concept analysis to derive external schemata.

The GIM method consists of many design steps. Only some parts of a schema integration methodology can be automated. Many work must be done by the designer who should know the semantics of the underlying database systems and applications. We described here design steps in different ways. Informal parts explained the main ideas which are illustrated by appropriate examples whereas formalized parts are used to exactly define the step semantics.

At the University of Magdeburg we implemented the main steps of the GIM approach. We successfully used the prototype $\text{SIGMA}_{Bench}$ in many scenarios. Besides schema integration the tool can also be used for view integration, designing specialization hierarchies, and for extending hierarchies by further classes and attributes.

Schema integration is in general a very complex task. We do not claim that our approach resolves all kinds of conflicts in the best way. Further research is therefore needed for different aspects, e.g.:

- **reference attributes**: Conflicts between semantically related reference attributes can occur. Resolving this kind of conflicts however requires the idea of specialization of reference attributes which is not supported by most data models.

- **behavior integration**: The combination of structural and behavior integration requires further research.

- **conflict detection**: Conflict detection is a very time-consuming task for the designer and should therefore be supported by efficient algorithms.
• **schema modifications**: Changing the underlying local schemata enforces to adapt the schemata on top of them and their mappings. A new schema integration is in general too costly. Therefore, there is a need for an incremental schema integration.

• **trade off between correct and fast integration**: The underlying assumption of the GIM method is that the designer prefers correctness rather than integration effort. In many case this assumption is correct, but can produce very large schemata and requires a lot of work for the integration process. For example, the task of extensional reconciliation can be very time-consuming. Some scenarios, however, need a quick and dirty approach. The question is therefore, how can the GIM approach be modified in that way?

Last but not least, the quality of the GIM approach must be further tested in the praxis.
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