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Abstract

Schema integration as part of the database design as well as of the database integration process has to deal with extensional relationships among classes of the different schemata to be integrated. As a rule, the extensional relationships must be specified by the database designer. Partially, some relationships may also be derived from other relationships. Most existing schema integration approaches consider relationships only between two classes. A correct and complete schema integration, however, can only be performed if all extensional relationships among all classes to be integrated are completely and correctly specified. In this paper we present an incrementally way to support this. Usually, an ad hoc specification of extensional relationships by the database designer is often not feasible. Therefore, we develop a method to derive extensional relationships from an incomplete specification. From these relationships an integrated schema is derived which is only partially correct and can be used for further extensional relationship refinements and corrections. In this way we support an incremental process of schema integration.
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Chapter 1

Introduction

The process of schema integration is an essential activity for designing non-redundant, semantically correct databases. In classical database design, where schema integration occurs as view integration [NG82, DH84, BC86], a global conceptual schema is derived from the view definitions of the intended applications. On the other hand, in database integration in a distributed or federated database environment [SL90], schema integration aims at deriving an integrated schema which is a virtual view on all database classes to be integrated [Mot87, LNE89, SP94]. This integrated schema provides users a uniform and transparent interface to distributed and possibly heterogeneous databases. In modern database applications such as data warehousing [Wid95] schema integration is also a central issue.

Since the early eighties, schema integration is discussed in both contexts and a lot of approaches have been proposed (for a survey see e.g. [BLN86, PBE95]). A crucial point of schema integration is to overcome the semantic heterogeneity [SK93, GSC96] of the schemata to be integrated. Semantic heterogeneity occurs when one real-world concept is modeled by database designers in different ways. One form of semantic heterogeneity are differences in the extensions of the modeled object classes. The detection and handling of such extensional differences is fundamental for a correct and complete schema integration. Extensional relationships among object classes of different schemata (coming from different databases) have to be specified by the database designer who is (supposed to be) an expert of the application domain and knows about the semantics of the schemata to be integrated.

Most existing integration methods, e.g. [BL84, NEL86, MNE88, SPD92, RPRG94, GCS95], consider only binary extensional relationships. The approach presented in [DS96] furthermore captures two $n$-ary relationships, the covering and the partitioning correspondence. Nevertheless, this approach does not cover the whole range of possible extensional relationships, too. In general, independently whether an approach supports the specification of arbitrary relationships or not, getting a grasp of all extensional relationships occurring in the universe of discourse is a very hard task for the database designer. Nonetheless, the precise specification of the extensional relationships is a pre-
requisite for a semantically correct integration and thus an indicator for the quality of the integrated schema.

In this paper, we present an approach to schema integration which considers binary as well as n-ary extensional relationships. Further we allow the specification of so-called 
existence requirements. The concepts of existence requirements is introduced in order to 
exactly state which base extensions [SS96a, SS96b] are non-empty and, thus, must be 
considered by the integration algorithm.

Often, the practical use of schema integration fails because the extensional relationships among all classes are not known or cannot be determined in an ad hoc manner [NS96]. Usually, a “semi-correct and fast” solution is preferred rather than a complete and correct one which requires a huge expense to exactly determine the relationships. Therefore, our approach supports an incremental way of integrating schemata by refining the sets of extensional relationships and existence requirements. However, in contrast to 
other integration approaches, our incremental approach leaves open the chance to derive a semantically correct and complete integrated schema (in case the input information is refined such that is correct and complete).

The paper is organized as follows: Section 2 provides the motivation for this paper by 
pointing out the importance of considering precise extensional relationships during the 
schema integration and showing the deficiencies of current proposals. After defining some basic notions and concepts in Section 3, we present our approach in Section 4. There, 
we further demonstrate in which way changes in the sets of extensional relationships and 
existence requirements effect the integrated schema. Finally, a discussion and an outlook 
on future work concludes the paper.
Chapter 2

Motivation

An important step of the pre-integration phase [BLN86] is the analysis of the extensional overlappings among the classes of the different schemata to be integrated. The database designer has to specify — as precise as possible — the extensional relationships among the related classes. The precise definition of extensional relationships is also a prerequisite for dealing correctly with redundancy by defining same-functions between semantically related objects of different classes [SS95].

In most existing integration approaches [BL84, NEL86, SPD92, RPRG94, GCS95] the designer only defines binary assertions for each pair of classes with a possibly non-empty extension intersection. Based on this information these integration methods use upwards inheritance (or generalization) to integrate overlapping classes. However, these approaches may sometimes result in an integrated schema which deviates too much from the modeled real-world. Often, this is due to fact that these methods do not exactly capture the underlying extensional relationships among the classes to be integrated.

In the following, we introduce an example scenario which we will use throughout the paper to illustrate our method as well as to show the deficiencies of existing integration approaches. As depicted in Figure 2.1, we assume that there are three schemata which have to be integrated.

![Diagram of schemata S1, S2, and S3 showing relationships between classes Product, Name, Manufacturer, Machine, and Type](image)

Figure 2.1: Schemata of the Running Example

The extensional relationships among the classes of these schemata are represented in Figure 2.2. In the following, we will use the abbreviations introduced in Figure 2.2 to denote the corresponding classes of the different schemata.
After having a closer look at Figure 2.2, we see that the set of all possible objects (universe of discourse) is decomposed by the given extensional relationships into nine base extensions (see also Figure 2.3). These base extensions denote the set of possible non-empty intersections of the input class extensions. For instance, the base extension 1 contains all objects which are only members of the class P3, whereas the base extension 6 consists of objects which are members of the four classes P1, P2, P3, and M at the same time.

<table>
<thead>
<tr>
<th>Base Ext.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2.3: Base Extensions of the Running Example

In detail, in our running example the following binary extensional relationships exist: P1 intersects with P3, P1 intersects with P2, P1 intersects with M, P3 intersects with P2, P3 intersects with M, and M is subset of P1. The resulting schema of an upward inheritance based on the given binary relationships is depicted in Figure 2.4.

Figure 2.4: Integrated Schema by Upward Inheritance

If we now compare the set of base extensions with the result of the upward inheritance, we see that base extension 6 is part of all classes of the integrated schema, i.e., there is no
most specialized class which is the origin of this base extension. On the other hand, there is no most general class which contains all product objects. These objects are stored redundantly distributed over several classes. Indeed, the result of the upward inheritance is not false with respect to the origin schemata, but it does not exactly reflect the origin relationships. Strictly speaking, the result of the integration by upward inheritance is no real integrated schema. Rather it is a merged schema where the existing redundancy is not solved. However, this result is not astonishing since the integration methods based on upward inheritance does not consider all possible (n-ary) extensional relationships. For instance, in the example above the information that the intersection of the classes $P_2$ and $P_3$ is a subset of $P_1$ is not considered. Please note that upward inheritance can be used recursively to derive classes from derived classes, e.g. to derive the class $P_{123}$ from the classes $P_{12}$ and $P_{23}$. As a result, a recursive usage of upward inheritance may lead to an explosion of the number of derived classes.

Therefore, we proposed an integration method [SS96b, SS96a, SS97] basing on a base extension set which is determined by the extensional relationships obtained during the extension analysis. Due to the fact that the designer often cannot overview all existing (relevant) extensional relationships of the universe of discourse at once, we suggest an incremental integration where the set of base extensions given by the set of assertions is incrementally refined by changing the set of assertions.

```
P1 ∪ P2 ∪ P3 = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}
```

![Diagram](image)

Figure 2.5: Complete Integrated Schema

The correct and complete integrated schema according to the given correct and complete set of base extensions is depicted in Figure 2.5. This integrated schema derived by the algorithm described in [SS97]. The root class contains all objects of the universe of discourse (union of all base extensions). These objects have the attribute 'Name' in common. The root class has three subclasses $M$, $P_1$, and $P_3$ which contain the same
objects as the original classes with these names. The further specialized classes \( M \cap P_1 \), \( P_1 \cap P_3 \), and \( M \cap P_1 \cap P_3 \) have no additional attributes. These classes are generated in order to maintain the original semantics of the schemata to be integrated. The class \( M \cap P_1 \cap P_3 \), for instance, corresponds to the base extension 6 and, thus, contains all objects which are members of all classes to be integrated.
Chapter 3

Basic Notions and Concepts

An object models an entity of the universe of discourse. Objects with similar properties are grouped into classes, i.e., a class contains a set of objects. We assume that each object is uniquely identified by its object identifier.

Definition 3.1 (State of a Class) The state of a class $C$ at time $t$, denoted as $State^t_C$, is the set of its objects at that time. Often, the state of a class is also called (class) extension. Please note that $State^t_C$ can also refer to a set expression defined over several classes.

Extensional relationships between classes are determined by the corresponding possible states.

Definition 3.2 (Extensional Relationship) For two classes $A$ and $B$ we define five possible (binary) extensional relationships. These relationships are expressed by assertions which have to be always valid:

- **Equivalence**: $A \equiv B \iff \forall t: State^t_A = State^t_B$
- **Inclusion**: $A \subseteq B \iff \forall t: State^t_A \subseteq State^t_B$
- **Containment**: $A \supseteq B \iff \forall t: State^t_A \supseteq State^t_B$
- **Disjointness**: $A \not\cap B \iff \forall t: State^t_A \cap State^t_B = \emptyset$
- **Overlap**: $A \pitchfork B \iff \neg(A \equiv B) \land \neg(A \subseteq B) \land \neg(A \supseteq B) \land \neg(A \not\cap B)$

Please note that the definitions above base on the notion of semantical equivalence, i.e., two objects may correspond to the same real-world object although they have different attributes or belong to different classes. In this way, we say two classes are *extensionally equivalent* if and only if their extensions always correspond to the same set of real world objects. The other assertions have to be read analogously.

However, with binary assertions we cannot get a grasp of all possible relationships among a set of classes [SS96b]. For expressing $n$-ary extensional relationships among several classes we additionally need set operations.

Definition 3.3 (Set Operation) For three classes $A$, $B$, and $C$ we define the following set operations:

- **Difference**: $A \setminus B = C$ :⇔ $\text{State}_A \setminus \text{State}_B = \text{State}_C$
- **Intersection**: $A \cap B = C$ :⇔ $\text{State}_A \cap \text{State}_B = \text{State}_C$
- **Union**: $A \cup B = C$ :⇔ $\text{State}_A \cup \text{State}_B = \text{State}_C$

Please note that a class in an assertion can be substituted by a set expression consisting of $n + 1$ classes and $n$ set operations.

For example, we are now able to define that the intersection of the classes $A$ and $B$ should always contain the difference between the classes $C$ and $D$ by the following expression:

$$(A \cap B) \supset (C \setminus D)$$

In summary, the complete grammar of the assertion language used here is as follows:

- `<assertion> ::= <expr> <rel-op> <expr>`
- `<expr> ::= (<expr>)`
- `<class-id>`
- `<rel-op> ::= \| \equiv \subset \emptyset \cap \cup`
- `<set-op> ::= \\ | \cap | \cup`

Our assertion language enables also the definition of **prohibitions**. For instance, we can define that the difference between the class $A$ and the union of the classes $B$ and $C$ must be always empty:

$$(A \setminus (B \cup C)) \equiv (A \setminus A)$$

In the following, we will use the symbol ‘$\emptyset$’ (instead of writing e.g. $(A \setminus A)$) to denote an empty set.

![Figure 3.1: All Possible Extensional Relationships between Two Classes A and B](image)

Figure 3.1 graphically represents all possible (binary) extensional relationships between two classes $A$ and $B$. Depending on the relationship, the database universe $U$ is decomposed into several sets of states, the so-called **base extensions** (abbreviated by the numbers in the brackets). In case of two classes $A$ and $B$ there are maximal four base extensions:
As depicted in Figure 3.2, the (binary) relationships as well as the (binary) set operations can be easily expressed by boolean formulas in disjunctive (DNF) or conjunctive normal form (CNF)\(^1\).

<table>
<thead>
<tr>
<th></th>
<th>DNF</th>
<th>CNF</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A \equiv B)</td>
<td>(AB + \overline{A}B)</td>
<td>((A + B)(\overline{A} + B))</td>
</tr>
<tr>
<td>(A \subseteq B)</td>
<td>(AB + \overline{A}B + \overline{A}B)</td>
<td>(\overline{A} + B)</td>
</tr>
<tr>
<td>(A \supset B)</td>
<td>(AB + A\overline{B} + \overline{A}B)</td>
<td>(A + \overline{B})</td>
</tr>
<tr>
<td>(A \varsubsetneqq B)</td>
<td>(AB + \overline{A}B + \overline{A}B)</td>
<td>(\overline{A} + \overline{B})</td>
</tr>
<tr>
<td>(A \cap B)</td>
<td>(AB + A\overline{B} + \overline{A}B + \overline{A}B)</td>
<td>(\text{true})</td>
</tr>
<tr>
<td>(A \setminus B)</td>
<td>(A\overline{B})</td>
<td>(A\overline{B})</td>
</tr>
<tr>
<td>(A \cap B)</td>
<td>(AB)</td>
<td>(AB)</td>
</tr>
<tr>
<td>(A \cup B)</td>
<td>(AB + A\overline{B} + \overline{A}B)</td>
<td>(A + B)</td>
</tr>
</tbody>
</table>

Figure 3.2: Binary Assertions and Set Operations as Boolean Formulas in DNF and CNF

N-ary assertions can also be transformed into a boolean formula in DNF or CNF. Below we show the transformation of the (n-ary) assertion above into the disjunctive normal form:

\[(A \cap B) \supset (C \setminus D) \leadsto (AB + \overline{C}D) \leadsto (AB + \overline{C} + D)\]

\textbf{Definition 3.4 (Base Extension Set)} The base extension set \(\text{BES}_{A_1, \ldots, A_n}\) of the classes \(A_1, \ldots, A_n\) is defined by a boolean formula in disjunctive canonical form basing on the variables \(A_1, \ldots, A_n\). A minterm [Bis93] in such a formula denotes a base extension. Each possible object of the classes \(A_1, \ldots, A_n\) can be assigned to exactly one base extension.

Thus, there are maximal \(2^n\) possible base extensions for \(n\) related classes. For example, if there are two classes \(A\) and \(B\) and a relationship \(A \cap B\) in the universe of discourse, then there are four base extensions which are expressed by the following minterms:

\[A\overline{B}, A\overline{B}, \overline{A}B, \text{ and } \overline{A}\overline{B}.\]

The minterm \(A\overline{B}\), for instance, stands for the base extension containing all objects of class \(A\) which are not also instances of class \(B\).

\(^1\)The boolean operations conjunction and disjunction are denoted by \(\cdot\) and \(\oplus\), respectively. As a rule the \(\cdot\) is often omitted.
Chapter 4

Incremental Computation of a Base Extension Set

A base extension set is essential for a correct schema integration. In [SS97] we presented an algorithm to derive an integrated schema from different schemata and a corresponding base extension set. The ideas behind this algorithm are presented in [SS96a]. In the following, we apply this algorithm without any further explanation.

This section describes how to compute a base extension set from a given set of assertions. The base extension set satisfies the constraints determined by the assertions. We will formally define the notion of satisfaction later.

During the integration process there are two sources of assertions. Assertions can be derived from schema definitions. A specialization relationship between two classes, for instance, means an extensional inclusion relationship. The other source of assertions is the database designer. The designer must have knowledge about the semantics of the schemata to be integrated in order to be able to specify relationships among classes of different schemata.

Suppose for \( n \) classes the set \( \mathcal{A} \) contains all\(^1\) possible assertions and the set \( \mathcal{M} \) contains all corresponding \( 2^n \) minterms. A base extension set is defined by \( \text{BES} \in 2^\mathcal{M} \). In the following, we develop the function \( \text{generate} \) which computes a base extension set from a given set of assertions:

\[
\text{generate} : 2^\mathcal{A} \rightarrow 2^\mathcal{M}
\]

The complete definition of assertions at one time is a hard and often nearly impossible task for the designer. Usually the designer can give ad hoc only some assertions. In our approach, the base extension set and the integrated schema can be computed although the assertions are not complete. The existence of an integrated schema aids the designer in detecting new assertions as well as errors in the specified assertions. The new, improved set of assertions results then in a refined integrated schema. In this way, we speak

\(^1\) \( \mathcal{A} \) also includes prohibitions as a special form of assertions.
of an incremental integration process. If the assertions are complete and correct, then the derived base extension set is also correct. From a correct base extension set results a correct integrated schema. The incremental process\(^2\) is illustrated in Figure 4.1.

![Diagram](image)

**Figure 4.1: The Incremental Integration Process**

Our example schemata define a specialization relationship between the classes \(M\) and \(P_2\). Figure 4.2 depicts the corresponding assertion and its transformation into a boolean formula in CNF. Additionally, the designer specifies some binary assertions which are presented in Figure 4.3.

<table>
<thead>
<tr>
<th>Assertion</th>
<th>CNF</th>
<th>Existence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M \subset P_2)</td>
<td>(\overline{M} + P_2)</td>
<td>(MP_2, \overline{M}P_2)</td>
</tr>
</tbody>
</table>

**Figure 4.2: Assertions from the Schemata**

<table>
<thead>
<tr>
<th>Assertion</th>
<th>CNF</th>
<th>Existence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_1 \cap P_2)</td>
<td>true</td>
<td>(P_1P_2, P_1\overline{P_2}, \overline{P_1}P_2)</td>
</tr>
<tr>
<td>(P_1 \cap M)</td>
<td>true</td>
<td>(P_1M, P_1\overline{M}, \overline{P_1}M)</td>
</tr>
<tr>
<td>(P_1 \cap P_3)</td>
<td>true</td>
<td>(P_1P_3, P_1\overline{P_3}, \overline{P_1}P_3)</td>
</tr>
</tbody>
</table>

**Figure 4.3: Binary Assertions from the Designer**

Based on these incomplete assertions the base extension set must be computed.

A straightforward, naive approach to implement the function *generate* basing on a given set of assertions \(A = \{a^1, \ldots, a^m\}\) over \(n\) classes is described in the following:

1. Transform each assertion \(a \in A\) into a boolean formula in disjunctive normal form, denoted by \('a_{D\text{NF}}'\).

\(^2\)The notion of an existence requirement will be explained later.
2. Combine all assertions conjunctively into one logical expression:
   \( a_{DNF}^1 a_{DNF}^2 \ldots a_{DNF}^m \).

3. Transform the combined logical expression into the disjunctive canonical form over 
   \( n \) classes. The result represents the base extension set.

The problem of this approach is the explosion of the number of base extensions. If, 
for instance, for 10 classes only the assertion \( A \subseteq B \) is specified, then it forbids base 
extensions containing the term \( A \overline{B} \) from all possible base extensions. The algorithm 
computes \( \frac{3 \cdot 2^{10}}{4} = 768 \) base extensions. Of course, the exponential complexity is too high 
for practical use.

The base extension set of Figure 4.4 demonstrates the existence of a base extension 
set with less base extensions. It satisfies the given assertion and the default assertion 
which states that for each class there must exist at least one base extension.

<table>
<thead>
<tr>
<th>Base Ext.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( B )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( C )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( D )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( E )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( F )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( G )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( H )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( I )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( J )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 4.4: Base Extension Set Fulfilling the Assertions

The base extension set in Figure 4.4 is only one example of a base extension set satisfying 
the given assertions. Typically, more than one satisfying base extension set can exist. In 
this section, we try to find a base extension set with a small number of base extensions. 
This base extension set, furthermore, has to be computable in a practicable time.

The main idea of our approach is the simplification of logical expressions in an in-
cremental integration process.

In order to compute the base extension set for a given assertion set \( A = a^1, \ldots, a^m \), 
we suggest the application of logical simplification laws as follows:

1. Transform each assertion \( a \in A \) into a boolean formula in conjunctive normal form, 
denoted by \( 'a_{CNF}' \).

2. Combine all assertions conjunctively into one logical expression:
   \( a_{CNF}^1 a_{CNF}^2 \ldots a_{CNF}^m \).
3. Transform the combined logical expression into the disjunctive normal form. Do this by applying the following simplification laws after each application of the distributive law:

\[
\begin{align*}
Idempotence: \quad A + A &= A \\
\quad \quad AA &= A \\
Complement: \quad A + \overline{A} &= true \\
\quad \quad A\overline{A} &= false \\
Absorption: A + (A B) &= A \\
\quad A (A + B) &= A \\
Identity: A + true &= true \\
\quad A false &= A \\
\quad A true &= A \\
\quad A false &= false
\end{align*}
\]

The result is a logical expression in disjunctive normal form, which is, however, not in the disjunctive canonical form. Hence, it is not a complete base extension set. The expression has a relatively small number of terms and is logically correct. However, the expression does not satisfy the full semantics of the assertions. Additional steps must follow in order to compute a complete base extension set.

The application of the proposed three steps to our example assertions (cf. Figures 4.2 and 4.3) produces the following boolean formula:

\[ \overline{M} + P2. \]

As we will describe in the next paragraph, this formula does not meet the semantics of the assertions completely.

In addition to the logical semantics an assertion states existence requirements. The assertion \( A \sqcap B \), for instance, requires the existence of the terms \( AB, \overline{A}B, \) and \( \overline{A}B \) in the base extension set. In other words, if the classes \( A \) and \( B \) overlap, then objects can exist, which are instances of both classes simultaneously, and objects may occur, which are instances of only one class.

**Definition 4.1 (Existence Requirement)** An existence requirement \( e \) is a logical expression which must be expressed by at least one base extension of the \( BES \). If \( State_t^t \) denotes the State of \( e \) (as a set expression) at the time \( t \), then the existence requirements means:

\[ \exists t : State_t^t \neq \emptyset \]

Figure 4.5 shows the existence requirements for each binary assertion. The existence requirements of our example form the third column in the Figures 4.2 and 4.3.
<table>
<thead>
<tr>
<th>Assertion</th>
<th>Existence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \equiv B$</td>
<td>$A B$</td>
</tr>
<tr>
<td>$A \subset B$</td>
<td>$A B, \overline{A B}$</td>
</tr>
<tr>
<td>$A \supset B$</td>
<td>$A B, A \overline{B}$</td>
</tr>
<tr>
<td>$A \varnothing B$</td>
<td>$A \overline{B}, \overline{A B}$</td>
</tr>
<tr>
<td>$A \cap B$</td>
<td>$A B, A \overline{B}, \overline{A B}$</td>
</tr>
</tbody>
</table>

Figure 4.5: Existence Requirements

In addition to existence requirements stemming from assertions, independent assertions are needed. One kind of an independent assertion is the default existence requirement which demands that there must exist at least one base extension for each class. Furthermore, the designer often wants to define existence requirements independently from assertions. In this way, he can express the existence of a non-empty set expression over a given set of classes.

Besides the specified assertions, the existence requirements must also be considered for the computation of a base extension set. Suppose, the set $E$ contains the existence requirements stemming from the given assertions and additional independent existence requirements as boolean formulas in disjunctive normal form. The following definition fixes the satisfaction of assertions and existence requirements by a base extension set.

**Definition 4.2 (Satisfaction by a BES)** Suppose, the set $A = \{a_{CNF}^1, \ldots, a_{CNF}^k\}$ denotes the set of assertions in conjunctive normal form and $E = \{e_{DNF}^1, \ldots, e_{DNF}^b\}$ the set of existence requirements in disjunctive normal form for $n$ classes. An existence requirement $e_{DNF}^i \in E$ consists of a set of terms $e_{DNF}^{i_1}, \ldots, e_{DNF}^{i_b}$.

A base extension set in disjunctive canonical form $BES = \{m^1, \ldots, m^m\}$ with $m^i = v_i^{i_1} \ldots v_i^{i_n}$ where each variable (class) $v_i^{i_j}$ is either negated ($v_i^{i_j}_-$) or not ($v_i^{i_j}_+$) satisfies $A$ and $E$ if:

- All assertions of $A$ are satisfied by the base extension set:

  $$\forall a_{CNF} \in A : BES \Rightarrow a_{CNF}$$

- All existence requirements of $E$ are satisfied by the base extension set:

  $$\forall e_{DNF} \in E : \exists e_{DNF} \in e_{DNF} : \exists m \in BES : m \Rightarrow e_{DNF}$$

As motivated above, the function generate has to consider existence requirements besides assertions in CNF. We denote all possible existence requirements over $n$ classes by $E$. 

The input of the function must be expanded:

$$generate : (2^A \times 2^E) \rightarrow 2^M$$

In order to consider assertions (denoted by \(A\)) and existence requirements (denoted by \(E\)), we extend the proposed three steps by further steps:

4. Transform the result of step 3 to a so-called source table. In that table each row corresponds to a class (variable) and each column to a term of the simplified formula (result of step 3). For each non-negated variable (class) in a term write ‘1’ into the corresponding field. A negated variable is represented by a ‘0’. A missing variable in a term corresponds to an empty field.

Applying the first three steps to our example provides \(P2 + \overline{M}\). Figure 4.6 shows its transformation to a source table.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
</tr>
<tr>
<td>P3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.6: Source Table of the Example

5. Create an empty target table with \(n\) rows for the \(n\) classes and no column.

6. Perform the following steps for each \(e \in E\):

   (a) If the target table already satisfies \(e\) then continue with step 6.

   (b) If \(e\) can be satisfied by the target table filling empty fields with ‘0’ or ‘1’, then fill those values into the empty fields of the first suitable column of the target table. Fill in only values which are needed for the satisfaction. Continue with step 6.

   (c) Take over the first suitable column from the source to the target table and fill, if necessary for satisfaction, empty fields with corresponding values as described in the previous step.

7. Fill up the remaining empty fields of the target table with ‘0’.

The complexity of the steps above is polynomial depending on the number of existence requirements and the number of columns of the source table.

In the introduced example following existence requirements are derived from the assertions:

$$E = \{P1, P2, P1 \overline{P2}, \overline{P1} P2, P1 M, P1 \overline{M}, \overline{P1} M, P1 P3, P1 \overline{P3}, \overline{P1} P3, M P2, \overline{M} P2\}$$
The application of steps 4–7 using the existence requirements (in the presented order) and the source table in Figure 4.6 produces the base extension set in Figure 4.8. Step 6 for the example is sketched in Figure 4.7.

The first existence requirement $P1P2$ could not be satisfied by the empty target table (steps 6a and 6b). Therefore, the first column of the source table is taken over to the target table. Filling ‘1’ in row $P1$ satisfies the existence requirement (step 6c). Continuing step 6 (see also Figure 4.7) and 7 for the remaining existence requirements produces the base extension set depicted in Figure 4.8. The base extensions are numbered corresponding to the column numbers of the BES in Figure 2.3. The third column has no correspondence and is therefore identified by ‘x1’.

<table>
<thead>
<tr>
<th>Base Ext.</th>
<th>6</th>
<th>3</th>
<th>x1</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.8: Base Extension Set

Figure 4.9 shows the extensional relationships graphically. The integration algorithm presented in [SS97] generates the corresponding integrated schema (cf. Figure 4.10).

Following the steps 1–7 of the proposed algorithm, we distinguish four different states of the integration process depending on the given set of assertions $A$ and the set of existence requirements $E$:

1. The base extension set cannot be computed since the assertions are conflicting. If, for instance, $A \cap B$ and $A \subseteq B$ are defined at the same time then the existence requirement $A \overline{B}$ derived from $A \cap B$ cannot be satisfied by the corresponding source table. In general, in this state the source table cannot satisfy all existence requirements.

2. The base extension set can be computed. However, it does not represent the correct
real-world semantics. Different orders of existence requirements provide different base extension sets. Depending on completeness of A and E we distinguish two further sub-states:

(a) Wrong base extensions can occur because the set A of assertions is incomplete or wrong.

(b) The set A of assertions is complete and correct. However, the set E is incomplete.

3. The computed base extension set represents the correct real-world semantics since A and E are complete and correct.

The incremental process of schema integration is characterized by going from states 1 and 2a to the states 2b and 3. The state 3 indicates the end of the incremental process. For the transition from state 2a to state 3 many existence requirements have to be added to E. This transition step can be simplified by transforming the source table logically into disjunctive canonical form. Steps 4–7 can then be omitted. The problem, however,
is to detect whether a process is in state 2b. If a process is not in state 2b and the source table is transformed into disjunctive canonical form, then the resulting set of base extensions can explode. An estimation of the number of base extension basing on empty fields in the source table helps to overcome that problem. If the estimated number of base extensions is less than a given upper bound, then the transformation is practicable and no further existence requirement is needed. The designer can set the value of the upper bound.

In the states 2a and 2b different orders of existence requirements result in different base extension sets and consequently in different integrated schemata. The designer can force another integrated schema by changing the order of the existence requirements to find more errors or hints for further assertions.

Now we come back to our example. The integration process is in state 2a. Base extension $x1$ is wrong because this set is always empty. Furthermore, not all assertions are specified. The integrated schema (cf. Figure 4.10) shows the extensional equivalence of the classes $M$ and $P3$ which is not correct. Furthermore, the $BES$ express $P3$ as a subset of $P2$ which is wrong, too. We add therefore the assertions $P2 \cap P3$ and $M \cap P3$ to the set of assertions (cf. Figure 4.11).

<table>
<thead>
<tr>
<th>Assertion</th>
<th>CNF</th>
<th>Existence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P1 \cap P2$</td>
<td>true</td>
<td>$P1 P2, P1 \overline{P2}, \overline{P1} P2$</td>
</tr>
<tr>
<td>$P1 \cap M$</td>
<td>true</td>
<td>$P1 M, P1 \overline{M}, \overline{P1} M$</td>
</tr>
<tr>
<td>$P1 \cap P3$</td>
<td>true</td>
<td>$P1 P3, P1 \overline{P3}, \overline{P1} P3$</td>
</tr>
<tr>
<td>$P2 \cap P3$</td>
<td>true</td>
<td>$P2 P3, P2 \overline{P3}, \overline{P2} P3$</td>
</tr>
<tr>
<td>$M \cap P3$</td>
<td>true</td>
<td>$M P3, M \overline{P3}, \overline{M} P3$</td>
</tr>
</tbody>
</table>

Figure 4.11: Complete Binary Assertions from the Designer

Applying the first four steps to the extended set of assertions yields the same source table as before (cf. Figure 4.6). The following existence requirements are derived from the assertions:

$$E = \{M P2, \overline{M} P2, P1 P2, P1 \overline{P2}, \overline{P1} P2, P1 M, P1 \overline{M}, \overline{P1} M, P1 P3, P1 \overline{P3}, \overline{P1} P3, P2 P3, P2 \overline{P3}, \overline{P2} P3, M P3, M \overline{P3}, \overline{M} P3\}$$

Steps 5–7 produces the base extension set presented in Figure 4.12. Figure 4.13 shows the same information graphically. The corresponding schema is depicted in Figure 4.14.

Due to the wrong base extension $x2$, the process is still in state 2a. The assertions are still incomplete. Each class, however, is compared with each other and forms an existing binary assertion. No additional binary assertion to the specified ones can exist. A further assertion is needed which is not a binary assertion. The needed n-ary assertion
express that the intersection of the classes \( P2 \) and \( P3 \) is always a subset of class \( P1 \) (cf. Figure 4.15). This assertion forbids the existence of the base extension \( x2 \).

Steps 1–3 using all known assertions produces following formula:

\[
(M + P2)(P1 + \overline{P2} + \overline{P3}) = P1 \overline{M} + \overline{P2} \overline{M} + \overline{M} \overline{P3} + P1 P2 + P2 \overline{P3}
\]

The corresponding source table is depicted in Figure 4.16.

The set of assertions is complete because the transformation of the source table into the disjunctive canonical form would produce the correct base extension set (cf. Figure 2.3). The derivation of the base extension set using steps 6 and 7 provides an incomplete base extension set (cf. Figure 4.17), because the set of existence requirements is not complete.

Figure 4.18 shows the base extension set graphically whereas Figure 4.19 depicts the resulting integrated schema.

The integration process is now in state 2b. The search for the missing existence requirements can be omitted by transforming the source table into disjunctive canonical form. The resulting base extension set is then correct and leads to the correct integrated schema (cf. Figure 2.5).

A difference between the schemata depicted in Figures 4.19 and 2.5 is the existence of the class \( 'M \cap P1' \) containing objects which are instances of the classes \( M \) and \( P1 \).
but not of the class $P3$ (base extension 7). This existence requirement was not specified and is therefore not considered in Figure 4.19.

In the used example we compared the intermediate integrated schemata with the given correct schema depicted in Figure 2.5. Obviously, in a practical environment the designer has to refer to his knowledge about the semantics of the schemata to be integrated instead to a correct integrated schema. In this way the designer incrementally approaches to the correct integrated schema.
<table>
<thead>
<tr>
<th>Base Ext.</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>M</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>P3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 4.17: Base Extension Set from all Assertions including Existence Requirements

\[ P3 = 1 \cup 5 \cup 6 \quad P1 = 3 \cup 4 \cup 5 \cup 6 \]

Figure 4.18: Refined Base Extension Set as Diagram

\( P1 \cup P2 \cup P3 = \{1, 3, 4, 5, 6, 8, 9\} \)

Figure 4.19: Refined Integrated Schema
Chapter 5

Conclusions

In this paper, we emphasized the importance of considering precise extensional relationships as input for a correct and complete schema integration. We presented an approach to schema integration which supports an incremental refinement of the integrated schema. The quality of the integrated schema can be increased by enhancing the quality of the input information, i.e., by capturing additional or more precise information about the extensional relationships among the input object classes to be integrated. Furthermore, we pointed out that our approach supports the specification of all possible binary as well as n-ary extensional relationships. These relationships are formulated in form of assertions and can be logically represented by boolean formulas. These formulas restrict the database universe to the object classes which are mutually consistent with respect to the extensional relationships. We developed a method for computing the a base extension set from a given set of assertions. This base extension set is the input for our integration algorithm. We stressed that defining extensional relationships as boolean formulas alone is not enough to get an integrated schema which precisely represents the real-world. For that, existence requirements must also be considered.

The presented approach is realized as part of an interactive database integration prototype which aids the designer in performing a semantically correct integration. Our prototype was presented at CeBIT fair last year. Our future work will focus on exploiting the correspondence between integrity constraints and extensional relationships for schema integration.
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